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SYSTEMS, METHODS, AND COMPUTER
PROGRAM PRODUCTS FOR COMPRESSION,
DIGITAL WATERMARKING, AND OTHER
DIGITAL SIGNAL PROCESSING FOR AUDIO
AND/OR VIDEO APPLICATIONS

RELATED APPLICATIONS

The present invention claims benefit of U.S. Provisional
Application Ser. No. 60/748,967, filed Dec. 9, 2005, and
entitled “Systems, Methods, and Computer Program Prod-
ucts for Determining Parameters of a Generalized Gaussian
Distribution,” which is hereby incorporated by reference in its
entirety as if fully set forth herein.

FIELD OF THE INVENTION

Aspects of an embodiment of the invention relate generally
to digital signal processing, and more particularly to com-
pression, digital watermarking, and other digital signal pro-
cessing for audio and/or video applications.

BACKGROUND OF THE INVENTION

The continued growth of Internet has resulted in the
increasing use of digital media, which includes audio, video,
and a combination thereof. However, limited bandwidth and
transmission speeds over the Internet still make the real-time
transmission of digital media difficult since the source feed
may be of high resolution, of a large size, and/or of an essen-
tially random nature, thereby making the source feed difficult
to compress instantaneously for real-time transmission.

Accordingly, there is a need in the industry for systems,
methods, and computer program products that facilitate in the
compression and transmission of digital media. Additionally,
there is a need in the industry for reliability encoding and
decoding invisible digital watermarks within the digital
media for determining unauthorized distribution of such digi-
tal media.

SUMMARY OF THE INVENTION

According to an embodiment of the present invention,
there is a computer-implemented method for performing
digital signal processing. The computer-implemented
method includes obtaining a first set of digitized coefficients
from source data and determining a best-fit distribution of a
generalized Gaussian distribution for the set of digitized coet-
ficients. The computer-implemented method further includes
applying a quantization algorithm to the first set of plurality of
digitized coefficients to obtain a second set of quantizers,
where the quantization algorithm is based at least in part on
the determined best-fit distribution, and providing second set
of quantizers as a compressed representation of the source
data.

According to another embodiment of the present invention,
there is a system for performing digital signal processing, The
system includes a memory for storing executable instructions
and a processor in communication with the memory. The
processor is operable to execute the stored instructions to
obtain a first set of digitized coefficients from source data and
determine a best-fit distribution of a generalized Gaussian
distribution for the set of digitized coefficients. The processor
is further operable to apply a quantization algorithm to the
first set of plurality of digitized coefficients to obtain a second
set of quantizers, where the quantization algorithm is based at
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least in part on the determined best-fit distribution, and pro-
vide second set of quantizers as a compressed representation
of the source data.

According to still another embodiment of the present
invention, there is a computer-implemented method for per-
forming digital signal processing. The computer-imple-
mented method includes retrieving suspected encoded data
and determining at least one parameter of a generalized Gaus-
sian distribution for the suspected encoded data. The com-
puter-implemented method includes determining a digital
watermark within the suspected encoded data based at leastin
part on at least one the determined parameter and extracting
the digital watermark from the suspected encoded data.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

Having thus described the invention in general terms, ref-
erence will now be made to the accompanying drawings,
which are not necessarily drawn to scale, and wherein:

FIG. 11is an overview of a digital signal processing system,
according to an embodiment of the present invention.

FIG. 2 illustrates an exemplary flow diagram for the com-
pression of source data, according to an exemplary embodi-
ment of the present invention.

FIG. 3 illustrates an exemplary flow diagram for the
decompression of source data, according to an exemplary
embodiment of the present invention.

FIG. 4 illustrates an exemplary flow diagram for encoding
digitized data with a digital watermark, according to an
embodiment of the present invention.

FIG. 5 illustrates an exemplary flow diagram for verifying
whether a digital watermark is embedded within digitized
data, according to an exemplary embodiment of the present
invention.

FIG. 6 illustrates exemplary plots of Z(0) as a function of 0
corresponding to four different values of the true parameter
0y, according to an exemplary embodiment of the present
invention.

FIG. 7 illustrates exemplary plots of Z,,(0) as a function of
0 based on a random sample of size n, according to an exem-
plary embodiment of the present invention.

FIGS. 8 and 9 illustrate global convergence of the Newton-
Raphson algorithm in accordance with an exemplary embodi-
ment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present inventions now will be described more fully
hereinafter with reference to the accompanying drawings, in
which some, but not all embodiments of the inventions are
shown. Indeed, these inventions may be embodied in many
different forms and should not be construed as limited to the
embodiments set forth herein; rather, these embodiments are
provided so that this disclosure will satisfy applicable legal
requirements. Like numbers refer to like elements through-
out.

The present invention is described below with reference to
block diagrams of systems, methods, apparatuses and com-
puter program products according to an embodiment of the
invention. It will be understood that each block of the block
diagrams, and combinations of blocks in the block diagrams,
respectively, can be implemented by computer program
instructions. These computer program instructions may be
loaded onto a general purpose computer, special purpose
computer, or other programmable data processing apparatus
to produce a machine, such that the combination of comput-
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ing hardware and instructions which execute thereon consti-
tute means for implementing the functionality of each block
of'the block diagrams, or combinations of blocks in the block
diagrams discussed in detail in the descriptions below.

These computer program instructions may also be stored in
a computer-readable memory to constitute an article of manu-
facture. The article of manufacture may be used in conjunc-
tion with a computing device to cause the instructions from
the article of manufacture to be loaded onto and executed by
the computing device, and thereby implement the function
specified in the block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions that execute on the computer or other program-
mable apparatus provide steps for implementing the func-
tions specified in the block or blocks.

Accordingly, blocks of the block diagrams support combi-
nations of means for performing the specified functions, com-
binations of steps for performing the specified functions and
program instruction means for performing the specified func-
tions. It will also be understood that each block of the block
diagrams, and combinations of blocks in the block diagrams,
can be implemented by general or special purpose hardware-
based computer systems that perform the specified functions
or steps, or combinations of general or special purpose hard-
ware and computer instructions.

The inventions may be implemented through one or more
application programs running on one or more operating sys-
tems of one or more computers. The inventions also may be
practiced with diverse computer system configurations,
including hand-held devices, multiprocessor systems, micro-
processor based or programmable consumer electronics,
mini-computers, mainframe computers, and the like.

Application programs that are components of the invention
may include modules, objects, data structures, etc., that per-
form certain tasks or implement certain abstract data types. A
particular application program (in whole or in part) may
reside in a single or multiple memories. Likewise, a particular
application program (in whole or in part) may execute on a
single or multiple computers or computer processors. Exem-
plary embodiments of the present invention will hereinafter
be described with reference to the figures, in which like
numerals indicate like elements throughout the several draw-
ings.

Embodiments of the present invention may provide for
systems, methods, and computer program products that may
provide signal processing and/or digital watermarking for
audio and video applications, including the distribution (e.g.,
real-time distribution) of audio and video over the Internet
and other mediums (e.g., DVD, CDs, flash drives, etc.).
Indeed, as will be discussed in further detail below, embodi-
ments of the present invention may provide exemplary com-
pression methodologies for digital media transmission and/or
distribution. Further embodiments of the present invention,
may provide for highly reliable digital watermarking retrieval
and verification methodologies for such digital media.

1. System Overview

FIG. 1 is an illustrative system overview of a signal pro-
cessing system 100 in accordance with an embodiment of the
present invention. As shown in FIG. 1, the signal processing
system 100 may include one or more computers 105 in com-
munication with a control unit 110 via one or more networks
108. The network 108 may include a variety of wired and
wireless networks, both private and public, including the
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4

Internet, a local area network, a metro area network, a wide
area network, a public switched telephone network, or any
combination thereof.

Each computer 105 may include client software (e.g.,
applet, stand-alone software, a web client, Internet portal) to
interface with the control unit 110. The control unit 110 may
provide data to and/or receive data from the computer 105.
According to an embodiment of the present invention, the
control unit 110 may compress source data and distribute the
compressed data to one or more computers 105. Likewise, the
controlunit 110 may also be operative to embed digital water-
marks within the data to the distributed (e.g., images, audio,
etc.) and/or retrieve and verify digital watermarks from such
data, according to embodiments of the present invention.

Still referring to FIG. 1, the control unit 110 may include a
memory 155 that stores programmed logic 165 (e.g., soft-
ware) in accordance with an embodiment of the present
invention. The programmed logic 165 may include one or
more modules for executing compression, digital watermark-
ing, and other signal processing methodologies, or combina-
tions thereof, in accordance with embodiments of the present
invention. The memory 155 may include data 170 that may be
utilized in the operation of the present invention and an oper-
ating system 175. The data 170 may include source data for
distribution as well as received data for verification and
extraction of a digital watermark. The data 170 may further
include parameters associated with one or more of the com-
pression, digital watermarking, and other signal processing
methods described herein. A processor 177 may utilize the
operating system 175 to execute the programmed logic 165,
and in doing so, may also utilize (e.g., store, modity, and/or
retrieve) the data 170.

A data bus 180 may provide communication between the
memory 155 and the processor 177. Users may interface with
the control unit 110 via a user interface device(s) 185 such as
a keyboard, mouse, control panel, display, microphone,
speaker, or any other devices capable of communicating
information to or from the control unit 110. The control unit
110 may be in communication with other external devices via
1/O Interface(s) 190. Additionally, the control unit 110 may
include a network interface 195 for communication with the
network 100, including one or more computers 105. Further
the control unit 110 and the programmed logic 165 imple-
mented thereby may comprise software, hardware, firmware
or any combination thereof. The control unit 110 may be a
personal computer, mainframe computer, minicomputer, any
other computer device, or any combination thereof without
departing from embodiments of the present invention.

II. Operational Compression Methodology

The operation of the signal processing system 100 of FI1G.
1 will now be discussed in further detail with respect to FIGS.
2 and 3. FIG. 2 illustrates an exemplary flow diagram for
compression of the source data while FIG. 3 illustrates an
exemplary flow diagram for the decompression of the source
data, according to an embodiment of the present invention. As
block 202 of FIG. 2, a control unit 110 may receive source
data for distribution. According to an exemplary embodiment
of the present invention, this source data may be in analog
form and include audio, video, and a combination thereof,
and the like. This source data may also be essentially real-
time source data. In block 202, the control unit 110 and in
particular, the component programmed logic 165, may
execute instructions for retrieving digitized coefficients (e.g.,
transform coefficients) from the source data. These digitized
coefficients (e.g., transform coefficients) may utilize fre-
quency transformation coefficients, including discrete cosine
transform (DCT) coefficients, according to an embodiment of
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the present invention. For example, with DCT coefficients,
the source data may be transformed from the time domain to
the frequency domain. Other transform coefficients may
include Fast Fourier transform (FFT) coefficients, Wavelet
Transform (WT) coefficients, or Laplace transform coeffi-
cients. However, one of ordinary skill in the art will readily
recognize that these digitized coefficients may be obtained
via methods other than transforms. For example, the digitized
coefficients may be obtained from direct measurements in a
spatial or time domain such as raw image pixel intensity
values or sound intensity values.

The digitized coefficients, which are typically represented
by sequences of real numbers, retrieved from the source data
of block 204 may essentially form a random distribution. In
block 206, a globally convergent method in accordance with
an embodiment of the present invention may determine a
best-fit distribution from a generalized family of distribu-
tions. The generalized family of distributions may be a gen-
eralized Gaussian distribution, which will be described in
further detail below. The best-fit distribution may be deter-
mined based upon the parameters (e.g., shape parameter,
scale parameter) determined for the generalized Gaussian
distribution. According to an exemplary aspect of the present
invention, the parameters may determine that the best-fit dis-
tribution is a Gaussian Distribution, a Laplacian Distribution,
or the like.

In block 208, the transform coefficients determined in
block 204 can be compressed and/or summarized using quan-
tizers in accordance with a quantization algorithm (e.g.,
Lloyd-Max, uniform scalar dead-zone quantization, general-
ized uniform scalar dead-zone quantization, trellis coded
quantization, vector quantization, entropy constrained scalar
quantization (for DWT/DCT quantization tables, etc.). As
described above, transform coefficients may be a real number
along areal line. Generally, such a real line may be partitioned
using quantizers, where each quantizer represents a portion or
range (e.g., quantization step size) of the real line. Accord-
ingly, transform coefficients that fall within a range or portion
of the real line may be assigned to the quantizer that repre-
sents the respective range or portion. Further, a dead-zone
may be indicated on the real line, perhaps from -9 to +9, and
a simplified quantizer (e.g., null or zero) may be provided for
coefficients that fall within the dead-zone. Therefore, the
source data may be compressed because each quantizer may
be smaller in size than the transform coefficient that it repre-
sents. Furthermore, the source data may be compressed
because the number of quantizer levels may be less than the
number of digitized coefficients.

Still referring to block 208, in accordance with an embodi-
ment of the present invention, a quantization algorithm
(Lloyd-Max, uniform scalar dead-zone quantization, gener-
alized uniform scalar dead-zone quantization, trellis coded
quantization, etc.) may be based at least in part on a general-
ized Gaussian distribution. In such a case, embodiments of
the present invention may provide an efficient and globally
convergent method for determining parameters for a gener-
alized Gaussian distribution, which may then be utilized by
the quantization algorithm for determining the quantizers, the
quantization step size, and/or the dead-zone. More specifi-
cally, these parameters may include shape and scale param-
eters for the generalized Gaussian distribution associated
with the transform coefficients (previously determined in
block 206). As shown in block 210, the quantizers determined
in block 208 may then be transmitted to one or more of the
computers 105 as a compressed representation of the source
signal.
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FIG. 3 illustrates an exemplary flow diagram for the
decompression of the source data, according to an exemplary
embodiment of the present invention. In block 302, the com-
puter 105 may receive the quantizers from the control unit
110. In addition to the quantizers, the computer 105 may have
also received decompression information, including informa-
tion associated with the type of quantization methodology
utilized and the best-fit distribution (e.g., information associ-
ated with the shape and scale parameters determined for the
generalized Gaussian distribution) utilized previous in step
208. Likewise, the computer 105 may have also received
information regarding the digitization methodology of step
204. In block 304, the computer 105 may reconstruct the
digitized coefficients from the received quantizers. Having
retrieved or reconstructed the digitized coefficients, the digi-
tized coefficients can then be decoded to obtain the source
data, or an approximation thereof (block 306). As an example,
DCT coefficients may be transformed from the frequency
domain back to the time domain to obtain the source data.
Many variations of the compression and decompression
methodology described above may be available without
departing from embodiments of the present invention.

III. Operational Digital Watermarking Methodology

In accordance with an embodiment of the present inven-
tion, digital watermarks may be added or embedded as extra
bits to digitized data (e.g., digitized coefficients), such as
audio, video, and a combination thereof. These extra bits
(“the digital watermark™) may provide information regarding
the origin of the digital data (e.g., author, place, date, and
other identification information). The extra bits typically do
not change the digitized data to a perceptible extent, accord-
ing to an embodiment of the present invention. FIG. 4 illus-
trates an exemplary flow diagram for encoding the digitized
data with the digital watermark, according to an exemplary
embodiment of the present invention.

In FIG. 4, the digitized coefficients may be retrieved from
source data (block 402). As described previously, these digi-
tized coefficients may be transform coefficients, including
DCT, FFT, WT, or Laplace coefficients. Likewise, these digi-
tized coefficients may be obtained via methods other than
transforms. For example, the digitized coefficients may be
obtained from direct measurements in a spatial or time
domain such as raw image pixel intensity values or sound
intensity values. These digitized coefficients may be obtained
via methods other than transforms, including from direct
measurements in a spatial or time domain such as raw image
pixel intensity values or sound intensity values.

In block 404, the digital watermark (e.g., one or more
groups of bits, etc.) may be embedded within the digitized
coefficients to form encoded digitized coefficients. Accord-
ing to an embodiment of the present invention, the encoded
digitized coefficients y, may be determined as y,=x,*(1+a.*w,)
in accordance with an exemplary spread spectrum water-
marking, where X, is the digitized coefficient (e.g., a DCT
coefficient, DWT, FFT, from independent component analy-
sis, etc.) and w, is the digital watermark information. Gener-
ally, a.may be selected by the encoder and may be a relatively
small value so that the digital watermark information w; will
remain imperceptible to the user.

According to another embodiment of the present invention,
other watermarking methods may be utilized, including an
exemplary quantization-based watermarking method. With
such a quantization-based watermarking method, the a plu-
rality of the digitized coefficients (e.g., DCT coefficients)
may be quantized as described above and rounded (e.g., per-
haps to the nearest integer). The rounding method may be
indicative of the quantization-based watermarking method.
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For example, the quantization-based watermarking method
may round a plurality of quantized values, as necessary, to an
even number or an odd number (e.g., encoded with a 0 or 1).

It will be appreciated that other watermarking methods
may also be utilized in accordance with alternative embodi-
ments of the present invention, including quantization index
modulation and hybrid watermarking methods. However, for
these methods to be effective, it may be necessary to accu-
rately model the distributions of the digitized coefficients
(e.g., DCT, DWT, FFT, Fourier-Mellin transform, coeffi-
cients generated by independent component analysis (ICA),
and the like), thereby allowing for more precise quantization
tables to be used within these methods. Many other variations
of the watermarking methods are available.

After the digital watermark has been embedded within the
digitized coefficients (block 404), then the encoded digitized
data may be transmitted or otherwise distributed. (block 406).
Further, information regarding the encoding (e.g., the digiti-
zation method, the digital watermarking method, etc.) may
also be transmitted or otherwise distributed. Although not
explicitly illustrated as such, the encoded digitized data may
be compressed prior to transmission or distribution. Such
compression may be provided as described herein in accor-
dance with an exemplary embodiment of the present inven-
tion.

FIG. 5 illustrates a flow diagram for verifying whether
digital watermark is embedded within digitized data, accord-
ing to an exemplary embodiment of the present invention. In
FIG. 5, the suspected encoded data is obtained for processing
(block 500). In block 502, the watermark may be detected
within the suspected encoded data in accordance with an
embodiment of the present invention. For example, the detec-
tion may rely upon one or more test statistics for the suspected
encoded data, which may include the maximum likelihood-
based test statistics or Bayesian statistics. In particular, the
test statistics may be evaluated as exceeding a given threshold
value based upon the parameters determined for a generalized
Gaussian distribution associated with the suspected encoded
data. Alternatively, the probability of the test statistic exceed-
ing a given threshold value may be determined based upon the
parameters determined for a generalized Gaussian distribu-
tion associated with the suspected encoded data. Accordingly,
the evaluation or computation of the probability of the test
statistic exceeding a given threshold value may be indicative
of whether a watermark has been detected (block 504).

If the evaluation or computation the probability of the test
statistic exceeding a given threshold is sufficiently small (e.g.,
thereby rejecting the null hypothesis that there is no digital
watermark) (block 504), then the suspected digital watermark
may be detected and extracted (block 506). Otherwise, the
suspected encoded data may be determined not to include a
digital watermark (block 508).

Returning back to block 506, the suspected digital water-
mark may be extracted. This extraction may be based upon
either a non-blind extraction or a blind extraction in accor-
dance with an embodiment of the present invention. First,
with a non-blind extraction, the original encoded data and the
digital watermarking method may be known. Using the origi-
nal encoded signal and the suspected encoded signal (and
perhaps the digital watermarking method), an extraction may
be based upon a difference between the original embedded
data and the suspected embedded data, according to an exem-
plary embodiment of the present invention. Second, accord-
ing to a blind extraction, the original encoded data may not be
necessary for the extraction of the digital watermark. As
described above, one of the digital watermarking methods
may round a plurality of quantized values to either an odd or
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even number. Accordingly, by examining the suspected
encoded data, if a significant number of the expected plurality
of coefficients in the suspected encoded data are either odd or
even, then the digital watermark may be decoded using the
appropriate odd or even system (e.g., using the 0 or 1 decod-
ing).

IV. Methodology for Determining the Best-Fit Distribution
of Generalized Gaussian Distribution

The determination of the best-fit distribution for the trans-
form coefficients, as introduced in block 206 of FIG. 2, will
now be discussed in further detail below. Generally, the meth-
odology may provide a globally-convergent method for deter-
mining the parameters of a generalized Gaussian distribution
family, according to an embodiment of the present invention.
These parameters of the generalized Gaussian distribution
may be indicative of the type of best-fit distribution from the
generalized Gaussian distribution family. For example, the
parameters may indicate a Gaussian or Laplace distribution.

In accordance with an embodiment of the present inven-
tion, the two-parameters (shape parameter 6 and scale param-
eter 0) of the generalized Gaussian distribution may be uti-
lized in digital signal processing (e.g., steps 206, 208 of FIG.
2). In particular, the generalized Gaussian distribution (GGD)
has a probability density function that may be specified by:

o=t
fx, o, )—me T,

®

where 0 represents the shape parameter and o represents the
scale parameter (collectively referred to as parameters of the
GGD).

In accordance with an embodiment of the present inven-
tion, the shape parameter 6 (and thus the scale parameter o) of
the generalized Gaussian distribution may be estimated with
very high accuracy using a computationally-efficient and glo-
bally-convergent methodology. More specifically, an esti-
mated shape parameter is provided by the root of the follow-
ing shape parameter estimation equation:

L
=3
ni:l

7O =———— - @O+ =0,
- -1

(nigl|xt|

where X . . . X, represent the digitized coefficients.

Given any starting value of the shape parameter 6, the
Newton-Raphson root-finding iteration method, as well
known in the art, may be applied to the estimated shape
equation Z,(0)=0 to find the actual value of the shape param-
eter 6. The Newton-Raphson root-finding iteration method
for the above estimated shape equation Z,(6)=0 will always
converge to a unique global root representing the actual shape
parameter 0.

According to an another embodiment of the present inven-
tion, a transformation, which may be a logarithmic transfor-
mation, of the estimated shape equation Z,(0)=0 may be
utilized determine the actual value of the shape parameter 6.
If a logarithmic transformation
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[e.g., lo ;Z;|X‘-|29]—1og{[;;|xj|9] ]—10g(0+1)]

is utilized, then the algorithm may converge to a unique
global root in fewer iterations. Further, Halley’s method may
be utilized for Z,(6)=0 or the logarithmic transformation of
Z.,(6)=0, which may always converge to a unique global root
representing the actual shape parameter 8. In accordance with
an embodiment of the present invention, the use of Halley’s
method may provide global convergence to a unique global
root (e.g., actual shape parameter 0) in significantly fewer
(e.g., approximately half as many) iterations. It will be appre-
ciated that other transformations and root-solving methods
may be utilized for the estimated shape equation Z,(6)=0
without departing from embodiments of the present inven-
tion.

Moreover, it will be appreciated that other parameteriza-
tions of the GGD, including those associated with JPEG
compression (e.g., JPEG-2000), may be available without
departing from embodiments of the present invention. For
example, according to an alternative embodiment, the GGD
probability function p(x) may be specified instead by:

{ Jrere i )
/e ‘o ’
where o is similar to the shape parameter 6 described above

and
]1 Ja

is similar to the scale parameter o described above. Other
parameterizations of the GGD are available without departing
from embodiments of the present invention,

The following discussion illustrates the global conver-
gence of the shape estimator equation when applied to the
generalized Gaussian distribution family.

A. Shape Parameter Estimator Estimation Equation

To motivate this method, we denote the true value of the
parameter vector (o, 8) by (0, 6,), and suppose the random
variable X is distributed according to the GGD with the
parameter vector (0, 6,). Here, expectations and variances
computed with respect to the true distribution are denoted by
E, and Var, respectively. Any probability statement made
with respect to this distribution is denoted by P,. Let
Y=1X/0,/% °. Tt follows from a simple calculation that Y has
the gamma distribution with the PDF g(y; 0,)=y"/® 'e™/T
(1/6,). Hence, the first two moments of Y are given by
EY=1/0, and EY*=(1+0,)/0,>. Thus

_ @ I['3/a)
PX = S TN T/ P

I(l/a)
WG/

E|X 290 (2)
s
ao _
(xpp et
oo
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Equation (2) is trivially equivalent to the equation

EolX[0
(EolXPo)? ~

6+ 1

This fact leads to the consideration of the following simple
function of the shape parameter 6:

Z(0) = EolX1 O+1) @
T (Bolx 19

The idea is to consider Z as a function of the shape param-
eter 0 and find a root of the shape equation Z(6)=0. In Section
B, it will be established that the shape equation has, on the
positive real line, a unique global root which is equal to the
true parameter value 6,. The unique global root is illustrated
in FIG. 6, which shows plots of Z(0) as a function of 0
corresponding to four different values of the true parameter
0,. Still referring to FIG. 6, in (a), 0,=2; in (b), 6,=1.5; in (c),
8,=1; and in (d) 6,=0.5.

In addition, it will be shown that the Newton-Raphson
root-finding algorithm constructed by functional iteration of
the shape equation converges globally to the unique root from
any starting point in the semi-infinite interval ®, .. . Since the
expectation in the expression of Z is taken with respect to the
true parameter value 6,, which is unknown in practice, we
estimate the shape function Z(0) by the sample estimator
7,(6) based on a random sample {X,},_,” from the GGD(0,,
0,), where Z (0) is defined according to

- @
W

Z=—"— —+])

&)

We note that it follows from the law of large numbers and
the continuous mapping theorem that 7,,(0) is a consistent
estimator of Z(0). To obtain an estimator of 8,, we solve the
sample-based shape estimating equation Z,(8)=0 for a root to
be used as the estimator of 0,. For a given positive integer
value of the shape parameter 0, it might be tempting, in light
of'equations (3) and (4), to think of the proposed estimator in
the context of moment-matching (MM). However, one of the
fundamental differences between our formulation and
moment-matching method is that the exact order of the
moments is unknown and this exponent to which the random
variable is raised is precisely what we are trying to estimate.
Since the true unknown exponent can be any positive real
number not just integers, it may be more insightful to view our
proposed estimator in the general framework of approximat-
ing the highly nonlinear yet convex transformation (3) by the
convex estimating equation (4). This viewpoint is, in fact,
supported by our numerical experiments showing that the
MM method performs poorly for heavy-tailed distributions
even for large sample sizes due to the nonrobustness of the
sample moment (sample mean and variance) to extreme
observations. In Section B, we show that the sample shape
estimating equation Z,,(6)=0 has a unique global root with
probability tending to one and the resulting root converges in
probability to the true shape parameter value 6. The unique
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global root of the sample-based shape estimating equation is
illustrated in FIG. 7 which shows plots of the sample estima-
tor Z,,(0) as a function of 0 based on a single random sample
generated from the GGD distribution with scale parameter
0,=1 and with the same values of 6, as given in FIG. 6. In
particular, FIG. 7 illustrates exemplary plots of Z,(0) as a
function of 6 based on a random sample of size n=500 gen-
erated from the GGD with a scale parameter 0,=1 and the true
shape parameter 8, corresponding to four different values: (a)
8,=2, (b) 8,=1.5, (¢) 6,=1, and (d) 6,=0.5.

We also prove that, with probability tending to one, the
Newton-Raphson root-finding iteration converges to the
unique global root of the sample shape estimating equation
from any starting point on the domain ®,,,,,. We conclude this
section by noting that plugging the shape estimator of 0, into
the formula

1

0 %

U’o=[;2}|xi|9°] ,
e

the resulting estimator is shown to be consistent for estimat-
ing o,.
B. Main Results

We begin this section with some notations. Let ® denote
the positive real line: ®=(0,0). Let the maps Y, U, and V be
defined as

Y: 0—E,IX|°

U: 0—E,1XI%oglX|

V: 0—E,|X°log?IX|

Similarly we define the sample analogue of these maps as
follows:

= I
Vi 00 =3 Xl
ni:l
L
Uy 0 > 1 Xil loglxi
i=1

= 1<
: Z |8 .
Vi 000 23 I og X

Finally let the function Q be defined as

20+1 1 5
= )(z)
0@ =~ 10
p4
t ( o )
With these notations, we can rewrite (3) as
_ Y20 (6
Z(0) = 70 —@+1)
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Z.,(8) in (4) can be rewritten as

¥1(20) M

v,

Z,(0) =

-(@+1D

i. Existence and Uniqueness of a Global Root
We are now ready to state the first theorem.

Theorem 1: Let Z(") be defined as in (3). Then the equation
Z(0)=0 for 6 € © has a unique global root in © at the true
parameter value 0.

Proof: It follows from direct calculations that

6+1
B ]

and Y(260) =

Therefore by (5) and (6), we have Z(0)=Q(0)-(0+1).

We observe that Z(6,)=0. Hence 6, is a root of Z(0)=0. We
next demonstrate that 0, is the only global root of Z(0)=0. To
this end, we shall show that Z(0) is a strictly convex function
of 0in ®. Let 1, and 1, denote the digamma and trigamma
functions, respectively. Let the function A be defined as

®

so-u(%) 03]

Let A, Q, and Z denote their respective derivatives of A, Q
and Z with respect to 6. Then some extensive computations
show that

) 20(0)A(0 9
) = (02 @ ©
70) = 29(2“0) -1
and
. 2., A (10)
Z(0) = = [Q@AE®) + AOA®)]

= @ [2A%(8) + 6A0)],

0

where 7 denotes the second derivative of Z with respect to 6.
We note that, and 1, have the following series expansions:

-1

YoX)=-y+ ) — 7,
;k(k”—u

where vy is the Euler constant and

oo

1
wl(X)zzi(k+x—l)2.

k=1
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It follows from these expansions of digamma and
trigamma functions that (8) can be rewritten as

0 1
AO= 5 )

where
6+1
@) =k+ — — 1.
o
With
O =K+ L
G V)= % >

we obtain

60k (6) = zwl(zeez 1 ] —L’/l(%]

> a}(0) - 2(9%)2

>

GOz (26)

Hence

2A%(0) + GpA(0) = Z
k=1

a; (0)
af(0)- af(26)

[
2.2 O3y (0)ay (20)ay(6)ay(26)

k#l

Since for any k=1, 0.,(0)>0 for all 6 € ©® and €2(6)>0 for all
0 € ®, we conclude from (10) that Z(6)>0for all 6 € O, that is,
7/(0) is a strictly convex function of 6. The strict convexity of
Z(0) implies that Z(0)=0 has at most two distinct roots in ©.
We now claim that the question Z(6)=0 has a unique root at
0=0,. Indeed, there are a number of ways to prove this claim.
One approach is to assume that there is another root 8, € ©
such that 8,=0,. If 8,8, then

- . . L, -
0= Z(Bo) ~ Z(60) = (B0 — 60)2(B0) + 5 (80 ~ 60) Z(65)

for some 6, between 6, and 8. It follows from direct com-
putations that A(8,)=0,/(6,+1) and ©2(8,)=0,+1. Thus, by (9),
we have 7(6,)=1. This together with the fact that Z(6,%)>0
leads to a contradiction. If 0<8,<8,, since Z is continuous on
[8,,8,] and is differentiable at each point of (8, 8,), the mean
value theorem implies that there exists a real number d e(8,,
0,) such that

2600 - 200 _

Z(d) = 0.

8o = 0o

By the same reasoning, we note that Z is differentiable at each
point of (0, 6,) and

lim Z(8) = 0,
60"

there exists a real number ¢ €(0, §,,) such that Z(c)=0. Thus,
we obtain that c<d, but Z(c)=Z(d)=0. This is a contradiction to
the observation that Z is a strictly increasing function of 6 in
view of the fact that Z(6)>0 for all 6 € ©.
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ii. Global Convergence of Newton-Raphson Algorithm for
Shape Equation

Theorem 1 provides the theoretical guarantee that the
unique global root of the equation Z(8)=0 is equal to the true
parameter value 6,. A natural question would be how to find
the root of the equation Z(8)=0. There are many root-finding
procedures that can be used for this purpose. Here we focus on
the illustrative Newton-Raphson method due to its quadratic
convergence property. Similar theorems can be proved for
other root-finding procedures such as secant method. The
Newton-Raphson algorithm for finding the unique global root
of the equation Z(0)=0 is given as follows:

VAC) 11
o =5, - 2 (1
Z(0,)
fork=1, 2, ..., where 0, is the starting value for the iteration.

Our next theorem says that from any starting value 0, in a
semi-infinite interval ©,,,,, the Newton-Raphson algorithm
(11) converges. This global convergence is in contrast with
the generally poor global convergence properties of Newton-
Raphson method.

Theorem 2: The Newton-Raphson functional iteration
algorithm (11) converges to the true parameter value 6, from
any starting point 6, € ©,,,.. where the semi-infinite interval
0,,., 1s defined as © o) and

mind

s G-

Omin = argminZ(6).
25C]

In other words, 8,—0, as k—>co.

Proof. First we establish the existence and uniqueness of
the minimizer

Oin = argminZ(6)
2=¢)

so that argmin notation is well defined. It follows from the
strict convexity of Z that the minimization problem of mini-
mizing Z(0) subject to 0 € © has at most one solution (if any).
From previous computations given in the proof of Theorem 1,
we have Z(6,)-1.

Evaluating the right hand limit of the gradient function
7(0,) as 0 tends to zero, we obtain that

lim Z(0) = —1.

60"

Thus by the continuity of Z and the intermediate value theo-
rem, there exists a real number 0,, € (0, 6,) such that
7(8,,,)=0. Since Z is strictly increasing on ©, we obtain
Z(0y>0 for 6>0,,,, and Z(6)<0 for 0<0,,,,. Thus the convex






