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ABSTRACT

Statistics of extreme events in weather and climate (e.g. rare 
oods or strong wind

storms) are commonly based on the assumption of Gaussian statistics. Sixty-twoyears

of National Centers for Environmental Prediction / National Center for Atmospheric

Research (NCEP / NCAR) Reanalysis I data and thirty-one years of National Centers

for Environmental Prediction / Department of Energy (NCEP / DOE) Reanalysis II

data are analyzed to determine if this assumption is true. The mean and variance

of several atmospheric variables are calculated. Furthermore, the higher statistical

moments | skewness and kurtosis | are calculated for geopotential height, relative

vorticity, and the meridional and zonal wind components. Zonal averages of these

higher statistical moments are also analyzed. It is found that statistically signi�cant

deviations from Gaussianity are found for every variable in the atmosphere on the

synoptic to global scales.

This empirical analysis is linked to particular atmospheric phenomena such as

tropical cyclones, sudden stratospheric warming events, and the concept of recti�ca-

tion. In essence, there are fundamental forcing asymmetries in the atmospheric equa-

tions of motion that lead to the existence of non-Gaussian distributions. Additionally,

the relationship between skewness and kurtosis and the existence of power-law tails

in non-Gaussian systems is examined.

x



CHAPTER 1

INTRODUCTION

Describing the evolution of the atmospheric system has always been a daunting task.

In the early decades of meteorology, atmospheric physicists developed the primitive

equations, a set of complex partial di�erential equations governing the motion of the

atmosphere. Charney (1949) and others eliminated less important terms to make

useful approximations (such as the quasi-geostrophic model) for use in numerical

prediction. Nevertheless, this new set of equations was still nonlinear and quite com-

plex. Lorenz (1963) showed that even ordinary nonlinear di�erential equations can be

particularly sensitive to initial conditions; that is, weather is chaotic. Additionally,

our forecasts are limited by our computational capabilities. Models are limited by

their spatial and temporal resolution, which means that atmospheric processes that

happen on smaller scales often have to be parameterized. In short, the long-term

predictability of the atmosphere's state is limited by factors that are largely beyond

our control.

It may seem, then, that accurate forecasting is a futile endeavor. Indeed, the

deterministic approach presented above, one in which speci�c events can be predicted

with some level of accuracy using the equations of motion, is inadequate for long-term

weather and climate modeling. In recent years, however, the stochastic approach has

been given more attention. A stochastic process is one that involves a randomvariable

and, intrinsically, a range of probabilities for a particular phenomenon. Technically,
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all atmospheric processes are fully deterministic (except at atomic and subatomic

scales, where quantum e�ects are dominant), but we cannot expect to know about

the e�ects of individual crop �elds on evapotranspiration, individual street canyons

on urban wind 
ow, and individual rock patches on the albedo of the Earth's surface.

Some processes have to be parameterized as distributions of random variables if we

want our models to be more accurate (Palmer and Williams 2008). Stochastic models

have already been used in this �eld, particularly in simulating the growth of rain

droplets and, consequentially, the evolution of condensation e�ects in clouds (Slinn

and Gibbs 1971; Je�ery et al. 2007).

The subject of climate change and how it may a�ect the frequency of so-called

extreme events { here de�ned as generally hard-to-predict events that are beyond

our normal (i.e., Gaussian) expectations (Sura and Perron 2010) { has receivedmuch

public attention in recent years. Current climate model runs show very consistent

mean warming in the coming decades, but the actual distribution of the temperature

in di�erent locations is not well known. The same can be said of other weather events

such as extreme precipitation, number of tropical cyclones, and high wind events. In

statistics, we often plot distributions of discrete events as histograms. These plots

show the probability of an event occurring in a certain bin. The continuous analog to

the histogram is the probabiliy density function (pdf), which shows the probability of

an event occurring as a smooth line. Gaussianity and pdfs will be discussed in more

detail later in this paper. In most applications such as insurance industry policies,

distributions of events are often assumed to be Gaussian, though as we will latersee,

this is often far from being the case. Previous studies, e.g. Sardeshmukh and Sura

(2009), have shown that in the tails, the frequency of events can often exceed the

normal expectation by one or two orders of magnitude. Thus infrastructure designed

to hold o� weather events that supposedly occur once in a century may in fact be

grossly underestimating the issue.
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In order to improve our knowledge of how the frequency of extreme events might

change in the future, we need to be able to understand how the current frequency is

related to atmospheric physics and dynamics. To do this, we need a solid observational

foundation that will allow us to describe where these extreme events are occurring

as well as theoretical breakthroughs relating the equations of motion to the non-

Gaussianity. For the �rst goal, it is now possible to describe the non-Gaussianity of the

atmosphere with enough con�dence to draw conclusions from. We have global data

going back to 1948 and powerful computers that are able to quickly perform millions

of calculations. For each atmospheric variable, we can create a probability density

function at each location from a time series spanning more than sixty years. Along

a similar line, we can calculate higher statistical moments that describe the shape of

this pdf. The spatial and temporal distribution of the higher statistical moments can

be linked to speci�c physical and dynamical processes in the atmosphere.

1.1 Previous Studies on Extreme Events

Although the subject of atmospheric non-Gaussianity as it relates to extreme

events is a relatively new development, related research has been done going back

several decades. Among the scientists interested in the statistical distributions of

atmospheric variables, Kaciak and Langwell (1952) were the �rst to calculate the

higher central moments for geopotential heights, though they did it in connection

with a geomagnetic activity study. Their limited samples were found to be roughly

Gaussian. However, their methods are not described thoroughly. They claim to

use data from stations at 50� N and 70� N in North America and that their smallest

samples contain 450 data points. Clearly, this study fails to meet today's scienti�c

requirements.

White (1980) was really the �rst to publish an analysis speci�cally targeted at

explaining non-Gaussian distributions in the atmosphere. He calculated the higher
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statistical moments for Northern Hemisphere geopotential heights at 1000 hPa and

500 hPa for both the summer and winter. Like previous studies, only a limited sam-

ple of years were available: 11 for mid-tropospheric data and 32 for surface data.The

study uses twice-daily data such that about 2800 data points were included in the

calculations. White found regions of statistically signi�cant non-Gaussianity associ-

ated with certain synoptic features (e.g. tropical cyclones and baroclinic zones near

the jet stream.)

A study for the Southern Hemisphere was published by Trenberth and Mo (1985).

Nine years of twice-daily operational analysis data from the World Meteorological

Centre were analyzed. Geopotential height was the only variable that was exam-

ined. The results show that positive skewness is found at high latitudes and negative

skewness is found at low latitudes. The dividing line between the two regions sits

at a higher latitude in the Southern Hemisphere than in the Northern Hemisphere.

Areas of blocking 
ow (a large-scale 
ow regime characterized by high or low pressure

stalling over a particular region) accentuate these anomalies. The blocking typically

does not last as long as corresponding events in the Northern Hemisphere.

Beginning in the 1990s more comprehensive climatological datasets were available.

In Nakamura and Wallace (1991), the skewness and "persistent anomalies" of thirty

years of geopotential height data were found. The data came from the twice-daily Na-

tional Meteorological Center (NMC) operational analysis and was �ltered to extract

the low frequency variability of the 
ow. This paper shows that meridional variations

in these values are related to the strength of the climatological storm track over a

certain longitude. Additionally, it was concluded that most of the contribution to

multi-year seasonal skewness comes from 
uctuations of periods ranging froma week

to a month.

Holzer (1996) was the �rst to show zonally-averaged vertical cross-sections of

geopotential height skewness. In this case, the data was derived from observations of
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the streamfunction � and the relative vorticity � . Both spatially-�ltered and spatially-

un�ltered data were analyzed. For the spatially-�ltered case, scales smaller thanthe

planetary wavenumber 8 were discarded. Holzer is the �rst one to include a dynam-

ical interpretation of the non-Gaussianity in the atmosphere. In the conclusion, he

notes that \the dominant mechanism responsible for the large negative skewness of

� is the recti�cation of near-symmetric velocity 
uctuations by the advective nonlin-

earity." In this study, he uses the balance equation to show that an asymmetry in

the streamfunction distribution will arise even when the input is symmetric.

More recently, the non-Gaussianity of other atmospheric variables has been the

subject of investigation. Petoukhov et al. (2007) did a study on ERA40 reanalysis

data for several new variables (at least in this �eld): temperature, verticalveloc-

ity in pressure coordinates, speci�c humidity, horizontal wind components, and the

synoptic-scale eddy kinetic energy. Non-Gaussian distributions were found in each of

these variables, in particular speci�c humidity and vertical velocity which exhibited

the greatest asymmetries.

Finally, the works of Sura and Sardeshmukh (2008) and Sardeshmukh and Sura

(2009) have attempted to connect the observations of non-Gaussian statistical mo-

ments with stochastic theory. In Sura and Sardeshmukh (2008), the non-Gaussianity

of sea surface temperatures gathered from the Advanced Very High Resolution Ra-

diometer (AVHRR) were con�rmed. In Sardeshmukh and Sura (2009) geopotential

heights and relative vorticity were examined. Both discussed the dynamic relationship

between skewness and kurtosis.

1.2 Objectives

This study has two primary aims. The �rst is to describe the spatial and temporal

patterns of higher moments of atmospheric variables and to give a physical explana-

tion for those patterns. The second is to explain some of the stochastic theorybehind
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atmospheric non-Gaussianity. These two aims will be achieved in Chapters 4 and 5,

respectively. Chapter 6 will tie the two concepts together. Before we candelve into

these subjects, however, we will learn more about statistical moments in Chapter 2

and the methods used to get our results in Chapter 3.

To build on previous research in this �eld, the empirical analysis will attempt to

make improvements in the following ways:

� The time period used in this analysis is much longer than the ones used in

previous studies. For all calculations (unless noted otherwise), 62 years of data

were used, from 1948 to 2009. This reduces the standard error considerably.

� While previous research focused mainly on geopotential height, this study will

take a look at other atmospheric variables as well. In particular, relative vor-

ticity and the horizontal wind components will be focused on in addition to

geopotential height, while temperature, humidity, and vertical velocity will be

brie
y surveyed.

� Previous studies mainly looked at horizontal slices of the atmosphere, especially

at the mid-levels (around 500 hPa). This study will also zonally-average the

statistical moments to show vertical cross-sections of the processes at work. In

e�ect, this allows us to think of the global circulation three-dimensionally.

� While the NCEP/NCAR Reanalysis I dataset will be the focus of this research,

a brief investigation into the Reanalysis II dataset will be performed, for the

sake of consistency and accuracy.
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CHAPTER 2

STATISTICS

The de�nition of extreme events calls upon us to use statistics as our main tool

of analysis. From a large dataset we can calculate statistical moments thatwill

tell us whether or not a distribution is Gaussian. Thus, this chapter examines the

mathematical de�nitions of statistical moments and the concept of Gaussianity in

further detail. Information found in this chapter is discussed in more detail in any

relevant statistics book, e.g. Lomax (2007).

2.1 Mean

Almost everyone is familiar with the arithmetic mean, or average, of a distribution.

Every data point is added together and the result is divided by the number of points:

� =
nX

i =1

x i

n
: (2.1)

For large datasets, it is natural to see several occurrences of particularvalues. For

example, in one baseball game a pitcher might throw several 83 mph balls toward

home plate. We can change our de�nition to accomodate this fact:

� =
X

j

mj x j

n
; (2.2)

wherem is the frequency of thej th x. However, the frequency of a variable divided by

the total number of samples is de�ned as the probability of that variable. It becomes
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a probability density P(x) if we allow for a range of values. Therefore we end up with

the following integral:

� =
Z 1

�1
xP (x)dx: (2.3)

The mathematical literature often uses the termexpected value to denote the mean

of a function or sample. This value is denotedE and is simply de�ned as

E(X ) = hX i = �: (2.4)

The mean brings limited insight to an analysis of the global circulation. By mass and

energy continuity, the mean of a variable inside a volume of air changes only with

external forcing (with the obvious and o�-topic exception of when mass is converted to

energy and vice versa.) Considering the entire atmosphere, a changing mean signi�es

a changing climate, but this is not the focus of the paper. What we are concerned

with is the distribution of a variable around the mean, especially the strength and

location of extreme events. Thus, we need to look at higher statistical moments.

2.2 Gaussianity

In statistics, a plot that shows the frequency of values of a certain variable is

called a histogram (in the discrete space) and a probability density function, or pdf

(in the continuous space). The Central Limit Theorem states that for independent

random variables, the distribution of the sum of these values becomes Gaussian as

the number of variables goes to in�nity. The Gaussian distribution, also known as

the normal distribution or "bell curve" in vernacular usage, is found everywhere in

nature. One of the key features of this distribution is that approximately 68% of

the values lie between� 1 standard deviation of the mean and approximately 95% of

the values lie between� 2 standard deviations of the mean. For example, the height

distribution of American adult males approximately follows a Gaussian distribution

(Lomax 2007). While the mean height is around 5'10", less than 5% of this population
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is shorter than 5'4" or taller than 6'4". Thus the Gaussian distribution is symmetric

about the mean.

The Gaussian distribution has the following formula:

P(x) =
1

�
p

2�
e

� ( x � � ) 2

2� 2 ; (2.5)

wherex is the variable, � is the mean, and� is the standard deviation. This equa-

tion comes from an exponentialized quadratic polynomial (i.e.eAx 2+ Bx + C ) and was

popularized by the astronomical research of Gauss a few decades later. By setting �

to zero and� to one, we get the standard Gaussian distribution:

P(x) =
1

p
2�

e� 1
2 x2

: (2.6)

A non-Gaussian distribution is one whose shape di�ers from a Gaussian distribu-

tion of the same mean and standard deviation (i.e. a distribution that isn't symmetric

around the mean or that has too many/few events occurring at a certain standard

deviation compared to the Gaussian distribution.)

2.3 Higher Statistical Moments

Statistical moments describe the shape of probability distributions quantitatively.

The �rst moment, the mean, has already been discussed. For the next moments to

be relevant quantities, they must be calculated in reference to the mean. Todo this,

we simply translate our function or sample such that the new mean is always zero.

Therefore these moments are known as moments about the mean or central moments.

In the discrete world, thekth central moment is de�ned as

� k =
nX

i =1

(x i � � )k

n
: (2.7)

Similarly, for a continuous function this is de�ned as

� k =
Z 1

�1
(x � � )kP(x)dx: (2.8)

From this equation it is easy to see that the �rst central moment (k=1) is zero.
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Variance

The second central moment (k=2) is the variance. The variance describes the

spread of the distribution around the mean and is the simplest central moment. For

a pdf, the equation is

� 2 =
Z 1

�1
(x � � )2P(x)dx: (2.9)

The expectation value de�ned in the last section can be expanded to describe any

central moment, discrete or continuous:

� 2 = E[(X � � )2] = h(X � � )2i : (2.10)

The variance is also the square of the standard deviation.

The variance has no bearing on the Gaussianity or lack thereof of a distribution,

so it is of limited value to this research. However, it can be of help in the overall

analysis of a particular 
ow regime in an area of interest.

Skewness

Setting k=3, we �nd a value representing the skewness of a variable. The skewness

is a fundamental measure of a distribution's asymmetry. Technically, the skewness
 1

is de�ned as the third central moment or cumulant, but to make sense of any analysis

with varying variances, the skewness must be normalized. Therefore, in this paper,

we de�ne skewness as the third cumulant divided by the standard deviation cubed:


 1 =
� 3

� 3
=

E[(X � � )3]
E [(X � � )2]3=2

=
� 3

� 3=2
2

: (2.11)

It is important to note that the original cumulants have the same units as the data,

but the normalized cumulants are unitless.

A positive skewness (Fig. 2.1a) means that a distribution contains more events

in the right tail than a normal distribution of the same mean and variance. The

distribution is said to be skewed toward more positive values. Typically, the mean
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Figure 2.1: Generalized pdfs for variables featuring (a) negative skewness
and (b) positive skewness. The mean of the distribution is shown by the
dotted line. Adapted from Lomax (2007).
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of a positively-skewed distribution is found to the right of the peak of the graph.

Alternatively, a negative skewness (Fig. 2.1b) contains more events in the left(lower-

valued) end of the distribution.

Statistically, given a set amount of data, the uncertainty of the central moments

increases with increasingk. This is because the higher statistical moments depend

on the lower ones, which already have a certain intrinsic error. Thus the errorgets

ampli�ed with each successive cumulant. The standard error for skewness is given by

SE
 1 =

r
6

N i
(2.12)

whereN i is the number of independent (non-correlated) data points in the sample.

Kurtosis

The fourth central moment is the kurtosis. This value describes the proportion

of the data that is located in the tails. Because of the way the pdf is de�ned, this

has the side e�ect of describing the 
atness of a distribution compared to a normal

distribution (Fig. 2.2). A Gaussian distribution will have a kurtosis of three; this

is an example of amesokurtic distribution. Non-Gaussian distributions will either

be leptokurtic (super Gaussian) orplatykurtic (sub Gaussian.) Kurtosis, being

an even cumulant, is in a way similar to variance. Both values describe how the

data is spread around the mean symmetrically. However, two distributions of equal

variance can have di�erent values of kurtosis. In a leptokurtic distribution, the data

is concentrated near the mean and in the tails (compared to a Gaussian curve.) Ina

platykurtic distribution, there are less events near the mean and in the tails, resulting

in a much 
atter pro�le.

Again, the kurtosis is normalized in order to be able to compare distributions

that may have di�erent variances. Additionally, we subtract 3 from this value in

order to make a normal distribution have a value of zero. In technical terms, this is

12



Figure 2.2: Generalized pdfs for variables featuring (a) leptokurtic, (b)
platykurtic and (c) mesokurtic distributions. Taken from Lomax (2007).

the standardized excess kurtosis, but I will call it kurtosis in this paper.


 2 + 3 =
� 4

� 4
=

E[(X � � )4]
E [(X � � )2]2

=
� 4

� 2
2
: (2.13)

The standard error for kurtosis is larger than the one for skewness:

SE
 2 =

r
24
N i

: (2.14)
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CHAPTER 3

METHODOLOGY

The scientist working on this topic must be careful in his / her choice of the particular

dataset and the way the moments are calculated. The data must be collected over

a long enough period of time as to eliminate biases present in small samples, and it

must portray an accurate representation of the general circulation of the atmosphere.

Due to the large amount of data that is needed, the scientist must be careful to use

his / her computing resources wisely while keeping track of leap years, missing values,

and other technical issues. With this in mind, we present information of the datasets

and the types of calculations that were performed in this study.

3.1 Datasets

This project uses data from two sources. The �rst is the National Centers for

Environmental Prediction / National Center for Atmospheric Research (NCEP/

NCAR) Reanalysis 1 Project (Kalnay and coauthors 1996). The second is the Na-

tional Centers for Environmental Prediction / Department of Energy (NCEP/ DOE)

Reanalysis 2 Project (Kanamitsu et al. 2002).

NCEP / NCAR Reanalysis I

The Reanalysis I data's main attractiveness is the length of the time period it

encompasses and the amount of observations it processes. The data come from several
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sources:

� Global rawinsonde data;

� Comprehensive Ocean-Atmosphere Data Set (COADS) surface marine data,

which includes observations taken from ships, buoys, and other surface marine

observation networks;

� Aircraft data taken from multiple experiments;

� Surface land synoptic data;

� Satellite sounder data;

� Special Sensing Microwave / Imager (SSM / I) surface wind speed data;

� and satellite cloud drift wind data.

The data are then quality controlled and assimilated through a atmosphere-ocean

coupled model with T62 resolution.

The data is interpolated to a cartesian grid at 144 longitudinal points and 73

latitudinal points (2.5 � increments.) They contain 17 vertical pressure levels (1000,

925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, and 10 hPa) span-

ning the entire troposphere and most of the stratosphere. The temporal resolution is

six-hourly, though we have chosen the daily averaged data to get rid of diurnal cycles

from the beginning. The time period spans from 1 January 1948 to 31 December

2009.

The NCEP/NCAR Reanalysis 1 Project contains several base meteorological vari-

ables. The ones that were used in this study are geopotential height, temperature,

and the zonal (u) and meridional (v) wind components. From these variables, we can

derive other useful variables such as relative vorticity, which will also be analyzed in

later chapters.
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NCEP / DOE Reanalysis II

From its inception, the Reanalysis I dataset had several issues. There were issues

with, to name a few, data assimilation in the Southern Hemisphere as well as cal-

culations of surface albedo, soil moisture, oceanic radiative 
uxes, and albedo.An

updated version of the dataset, Reanalysis II, was released to �x these problems.

Unfortunately, much of the data before the satellite era (which started in 1979) had

to be thrown out. So the time period for the Reanalysis II dataset is approximately

30 years smaller than the Reanalysis I dataset. Since this study is based on higher

statistical moments that require large amounts of independent data points, mostof

this paper will be based on the Reanalysis I dataset.

Other than the time period used, the resolution and variables of the Reanalysis

II dataset are the same as its predecessor.

3.2 Computation

Most of the data processing in this study is statistical in nature. Save for relative

vorticity, all of the meteorological variables considered were in the datasetready to

be manipulated.

Statistical Computation

For each grid point, a mean value for each day of the year was calculated for 62

years of daily data. That is, 62 values for 1 January were averaged at each location,

then again for 2 January, 3 January, and so on. This gives us the mean annual cycle

from which anomalies were calculated for every day in this 62-year period. With these

daily anomalies we can calculate the central statistical moments (variance, skewness,

and kurtosis) using the equations found in Chapter 2. To summarize, for each grid

point on a particular day of the year, we have one value for the mean, one value for

the variance, one value for the skewness, and one value for the kurtosis.
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To reduce the noise and standard error of the data, the moments are calculated

for yearly or seasonal subsets. In the yearly subset, all 366 daily values at each

grid point are averaged. In seasonal subsets, only three months of daily valuesare

averaged. Leap years were dealt with by averaging 29 Februaries when possible, so

this extra day is always present in the �nal datasets. In this paper, we will mainly

focus on the December-January-February (DJF) season, which averages themoments

from 1 December to 29 February. This season was chosen because synoptically it is

the most active time of the year in the Northern Hemisphere. During this time of the

year, temperature gradients are the largest, resulting in high baroclinic instability.

This has the e�ect to maximize the meridional 
uxes and intensity of the storm

tracks, the main regions of large-scale cyclogenesis.

For vertical plots, a zonal average was used. The zonal average is a simple mean

taken in only one spatial direction:

� zonal =
nX

lon =1

x lon

n
: (3.1)

Thus, starting with three-dimensional data, we are left with only the meridional and

vertical dimensions and we can plot the data as a vertical cross-section.

In all plots, a 9-point smoothing �lter is used. In this �lter, the data point itself

is given a weight of 0.9, the points bordering to the North, South, East, and West

are given a weight of 0.5, and the points bordering to the Northwest, Northeast,

Southwest, and Southeast are given are weight of 0.3.

Derived Quantities

This study also includes relative vorticity, a variable that is not standard in the

datasets mentioned earlier. The standard de�nition of relative vorticity in cartesian

coordinates,

� =
@v
@x

�
@u
@y

; (3.2)
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where u is the zonal wind component andv is the meridional wind component, is

useful when the grid itself does not change much throughout the domain (e.g. in

local areas or near the Equator). However, in a global setting, we have to consider

the curvature of the Earth by using the spherical version of that equation:

� =
@v
@�

�
@u
@�

+ u � tan(� ); (3.3)

where� is the longitude and� is the latitude.
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CHAPTER 4

NCEP/NCAR REANALYSIS

This chapter features an empirical analysis of the spatial and temporal patterns of the

statistical moments of atmospheric variables. We begin by discussing the statistical

signi�cance of the skewness and kurtosis plots that will be presented later. The

horizontal patterns of the �rst two statistical moments (mean and variance)of the

base variables found in the NCEP / NCAR Reanalysis I dataset are then described.

This is followed by an analysis of the higher statistical moments. In Sections 4.2

and 4.3, only horizontal plots of the Northern Hemisphere at the 500-hPa level will

be shown. Section 4.4 will then show zonally-averaged cross sections for the entire

globe. This chapter will end on an analysis of other relevant plots, such as theseasonal

dependence of skewness and kurtosis in the stratosphere and a comparison between

the Reanalysis I and II datasets.

4.1 Statistical Signi�cance

As shown in Chapter 2, a standard error based on the number of independent data

points is used to determine whether or not the patterns shown later are statistically

signi�cant. Thus, we need to know two things to �nd the standard error: the total

number of time steps that are analyzed and the decorrelation time lag for a particular

variable at a certain location.

As a general rule, at mid-latitudes weather systems can a�ect an area for a few days
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Figure 4.1: Autocorrelation function of 500-hPa DJF geopotential height at
the point 55� N, 177.5� W. Taken from NCEP/NCAR Reanalysis I.

before they leave. This means that variables of the atmosphere, including geopotential

height, vorticity, and temperature, are estimated to have a decorrelation time scale

of about 5 days. Fig. 4.1 shows the autocorrelation function for a point in the mid-

latitude Paci�c Ocean at 500 hPa. Roughly speaking, the autocorrelation drops below

the value of e� 1 at about 5 days. Given 62 years of Reanalysis I data, or roughly

22,645 days, we have a lower bound of 4,529 independent data points. Plugging these

values into the standard error equations in Chapter 2 gives the values in Table 4.1.

The standard error for yearly-averaged Reanalysis I data at mid-latitudes is 0.07 for

skewness and 0.15 for kurtosis. These values cover one standard deviation ofthe

error, or roughly 68% in a Gaussian distribution. At the 95% con�dence level, the

errors are then 0.15 for skewness and 0.29 for kurtosis.

These con�dence intervals can be added to our observed values for skewness and

kurtosis (which are found in the plots) to get the range of expected values. For

example, if, in one of the DJF plots, the value for skewness at a particular grid point
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Table 4.1: Estimated standard error at the 95% con�dence level for skewness
and kurtosis.

NCEP/NCAR Reanalysis I NCEP/DOE Reanalysis II
Yearly Seasonally Yearly Seasonally

Skewness 0.07 0.15 0.10 0.21
Kurtosis 0.15 0.29 0.21 0.41

is observed to be 0.38, then the expected skewness at that point will be in the range

0.38� 0.15 (an interval between 0.23 and 0.53.) Because this interval does not overlap

zero, we can say that the skewness at that grid point is statistically signi�cant. To

be more precise, it would be signi�cantly positive.

4.2 Horizontal Plots of Mean and Variance

This overview of the �rst two statistical moments will set the stage for theskewness

and kurtosis plots in later sections. In this section, the choice of certain variables over

others in the later analyses is explained.

500-hPa Geopotential Height

Geopotential height has historically been a very important atmospheric variable.

As an analog to atmospheric pressure, it is proportional to the mean temperature

in a layer below (taking into account topographical e�ects.) Additionally, the 500-

hPa level is generally considered to be the level of non-divergence in the troposphere.

Therefore a change in its value is related to cyclogenesis and is very important to

synopticians and forecasters. If we assume geostrophy, the geopotential height �eld

can be used to approximate wind vectors and relative vorticity (Holton 2004). It

should come to no surprise that most previous studies in the non-Gaussianity of the

atmosphere have focused on this variable.

The mean geopotential height �eld (Fig. 4.2a) decreases from over 6 km over parts
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(a) (b)

(c) (d)

Figure 4.2: 500-hPa DJF Northern Hemisphere geopotential height [m] (a)
mean and (b) variance; and relative vorticity [s� 1] (c) mean and (d) variance.
Taken from NCEP/NCAR Reanalysis I.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3: 500-hPa DJF Northern Hemisphere zonal wind [m�s� 1] (a)
mean and (b) variance; meridional wind [m�s� 1] (c) mean and (d) vari-
ance; and vertical velocity [Pa�s� 1](a) mean and (b) variance. Taken from
NCEP/NCAR Reanalysis I.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: 500-hPa DJF Northern Hemisphere air temperature [K] (a) and
(b) variance; relative humidity [%] (c) mean and (d) variance; and speci�c
humidity [kg�kg� 1] (e) mean and (f) variance. Taken from NCEP/NCAR
Reanalysis I.
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of the tropical oceans to below 5.2 km near the North Pole. The largest horizontal

gradient occurs at the mid-latitudes, where the largest baroclinicity and the polar jet

stream is located. In the tropics, the lower troposphere is quite warm even inthe

winter, resulting in a uniform area of high geopotential heights. The Arctic region is

also quite uniform, under the in
uence of the polar vortex, though disturbances in

Rossby waves often disturb the vortex, temporarily raising the heightsin the region.

The variance of the geopotential height (Fig. 4.2b) is low below 30 degrees latitude

but increases dramatically north of that line. The highest variance is located in the

northern Paci�c and Atlantic oceans.

500-hPa Vorticity

Vorticity is a fundamental measure of rotation in 
ow around an axis. In mete-

orology we most often speak of the vertical vorticity, which is calculatedfrom the

two horizontal wind componentu and v. The relative vorticity � is often added to

the Coriolis parameterf to form the absolute vorticity � . In a barotropic 
uid with

constant depth, this value becomes the potential vorticityq and is conserved following

horizontal motion. However, sincef is only a function of latitude, it makes sense to

analyze the� �eld. Additionally, one can split up relative vorticity into its geostrophic

and ageostrophic parts. The geostrophic vorticity is calculated from the geopotential

height gradient and the ageostrophic vorticity is simply the di�erence between the

total �eld and the geostrophic �eld.

The relative vorticity mean �eld (Fig. 4.2c) shows two main areas of strong ro-

tation: one around 20� latitude that has anticyclonic spin, the other around 45�

latitude that has cyclonic spin. Between the two rings is the mean location of the

polar jet stream in the Northern Hemisphere winter. The troughs of the Rossbywaves

is shown as the ring of positive vorticity at the mid-latitudes, while the permanent

high pressure in subtropical areas is denoted by the negative vorticity. The 
ow of
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the air going through a trough is cyclonic while the 
ow in the ridge is anticyclonic.

The magnitude of the relative vorticity gives an idea of the amplitude of this wave.

It is strongest in the west Paci�c Ocean and around the Gulf of Mexico where am-

ple moisture and high baroclinic instability is possible. In the arctic region, which

is mostly dominated by positive vorticity, there are regions of negative vorticity, es-

pecially around the west coast of North America and Europe. Near the Equator,

vorticity is very weak. Assuming geostrophy is weak, the variance of this variable

(Fig. 4.2d) is highly correlated with the variance in geopotential height and gives

some insight into its spatial distribution. The areas of high variance correlate well

with the areas of negative vorticity. Indeed, the oceans o� the west coast of North

America and Europe are the main locations where atmospheric blocking occurs. In

this 
ow regime, abnormally high or low geopotential heights (that in turn a�ect the


ow in the vorticity term) can remain in one place for days or weeks.

500-hPa Wind

The wind components, zonal (u) and meridional (v), are essential pieces of infor-

mation in the global circulation puzzle. The anomaly of the meridional component

is especially useful, being part of both 
uxes that comprise the Eliassen-Palm (EP)


ux. Correlated with the zonal wind component anomaly, we get the momentum 
ux,

and correlated with the temperature anomaly, we get the heat 
ux. The EP 
ux is

a vector in the meridional plane that is an integral part of the transformed Eulerian

mean of the general circulation. Essentially, the EP 
ux helps demonstrate that the

eddy heat and momentum 
uxes act together to drive the general circulation (Holton

2004).

According to global circulation theory, the troposphere is divided into three ver-

tical cells: the Hadley cell over the tropics, the Ferrel cell over the mid-latitudes, and

the Polar cell over the poles. The zonal wind plot (Fig. 4.3a) shows these three cells
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fairly well. In the tropics, the 
ow is from the east and is fairly weak, reaching a

maximum of 10 m�s� 1 in places. In the mid-latitudes, the 
ow is from the west and

can get quite strong, especially over the Western Paci�c where a wintertimeaverage

of over 30 m�s� 1 is observed. The signal in the arctic is much weaker, containing

regions of both westerly and easterly 
ow. The variance of this �eld (Fig. 4.3b)is

concentrated above 20� latitude, with a maximum just south of Greenland.

The meridional wind, comparatively, is almost an order of magnitude weaker than

the zonal wind (Fig. 4.3c). In the Northern Hemisphere, the mean 
ow is split up into

three standing waves of alternating poleward and equatorward 
ow. The troughsof

these waves coincide with the zonal 
ow maxima discussed earlier. Poleward values

of over 8 m�s� 1 are found south of Greenland and equatorward values of -8 m�s� 1

are found over eastern Asia and central Canada. The variance of the meridional

wind (Fig. 4.3d) is almost similar in both intensity and geographical location to the

variance of the zonal wind.

500-hPa Vertical Velocity in Pressure Coordinates

Unlike the horizonal wind components, which are easy to measure and well pre-

dicted by current theory, the vertical velocity is a much trickier variable. Vertical

motion can happen due to sloped terrain, but the most important contributor remains

lift due to convection or frontal features. Thus, vertical motion is often associated

with instability and, by de�nition, ageostrophy.

Its mean �eld (Fig. 4.3e) correlates quite well with the bands of low and high pres-

sure related to the various large-scale atmospheric cells. Negative values of vertical

motion, denoting ascending motion, are found near the Equator (ascending branch

of the Hadley cell) and at mid-latitudes (ascending branch of the Ferrel and Polar

cells). Positive values are found in the subtropics (descending branch of the Hadley

and Ferrel cells) and around the Pole (descending branch of the Polar cell). In a
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physical point of view, the region of negative omega at the Equator shows convective

instability, while the one at mid-latitudes shows baroclinic instability. The region of

positive omega in the subtropics represents the trade wind inversion, while the one

over the Pole represents the Polar vortex. The variance of the verticalvelocity (Fig.

4.3f) is concentrated in the mid-latitude region, showing that while storm tracks can

shift geographically throughout the winter, the tropical convection stays constant.

500-hPa Temperature

The air temperature is a thermodynamic variable that has been measured for

centuries. At the most basic level, it is the air temperature that drives the global

atmospheric circulation. Air warmed up by the Sun in the tropics rises far into

the upper troposphere, forming one branch of the Hadley Cell. The transport of heat

through advection into the higher latitudes is an important part of cyclogenesis in the

mid-latitudes. However, we must not forget that about half of the energy transport to

the poles is done by the oceans, which have a higher heat capacity but advect slower

than the atmosphere. The air temperature �eld in the mid-troposphere (Fig. 4.4a) is

very similar to the geopotential height �eld, being mostly a function of latitude. In

the tropics, the temperature is around 265K (-8C), while over the pole it is around

235K (-38C). Its variance (Fig. 4.4b) is low where the mean is high, and highest in

Canada where the standard deviation reaches 6K.

500-hPa Humidity

Humidity, both relative and speci�c, is another variable represented in our datasets.

However, there is no current theory on humidity "extreme events". In any case, such

a theory would have more to do with cloud formation and precipitation, both of which

are not reproduced very accurately in current atmospheric models.

Globally, relative humidity (Fig. 4.4c) reaches 70% at high latitudes where the

low temperatures act to lower the atmospheric water pressure. It also reaches 55 %
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in the tropical Paci�c, where high sea surface temperatures result in high evaporation

rates. The minima are mostly found in the subtropics, for example over deserts of

Asia and Africa, but also in the eastern Paci�c where cool equatorial SSTs are found.

In these locations, the relative humidity can drop to below 15% on average. The

variance of relative humidity (Fig. 4.4d) is highest in the eastern Paci�c between 15

and 20 degrees latitude.

The speci�c humidity (Fig. 4.4e), on the other hand, is high almost uniformly

near the Equator and drops to almost zero near the Pole. We also notice that the

continents are slightly drier than the oceans of similar latitudes. The variance of

speci�c humidity (Fig. 4.4f) s very low in the arctic regions (due to the temperature

always being so cold) and higher near the tropics, especially in the eastern Paci�c.

4.3 Horizontal Plots of Skewness and Kurtosis

The next few plots and related analysis will show the non-Gaussian regions of

the atmosphere for geopotential height, relative vorticity, and the horizontal wind

components.

500-hPa Geopotential Height

One can clearly identify three separate regions in the 500-hPa skewness �eld (Fig.

4.5a). The most prominent of these is a ring of negative values centered on 30�

latitude. The ring is strongest from the central Paci�c to the eastern Atlantic and

splits into two separate bands in Asia. Two observations are apparent from this

pattern: �rst, the maxima of negative skewness values occur mostly over the oceans;

second, the Himalayan Plateau exerts a huge in
uence on air masses in the area. The

second region of interest is the positive skewness in the polar latitudes. This region is

not uniformly circular; in fact, the highest values are located away from the Pole, in

western Greenland and in the Bering Sea. Therefore the negative skewness maxima
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(a) (b)

(c) (d)

Figure 4.5: 500-hPa DJF Northern Hemisphere geopotential height (a) skew-
ness and (b) kurtosis; and relative vorticity (c) skewness and (d) kurtosis.
Taken from NCEP/NCAR Reanalysis I.
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(a) (b)

(c) (d)

Figure 4.6: 500-hPa DJF Northern Hemisphere zonal wind (a) skewness and
(b) kurtosis; and meridional wind (c) skewness and (d) kurtosis. Taken from
NCEP/NCAR Reanalysis I.
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in the Paci�c and Atlantic oceans correspond with positive skewness maxima directly

to the north. Finally, the third region is found around the Equator. Though some

very slight positive skewness values are observed here, the standard error is too high

to consider it to be statistically signi�cant. Therefore this third region is labeled as

being neutral.

It makes sense that the kurtosis �eld (Fig. 4.5b) of a variable resembles the skew-

ness �eld of that same variable in some way or another. Both moments are calculated

from the same variance, just raised to di�erent exponents. For the geopotential height,

the kurtosis is strongly negative in a ring located roughly between 35� N and 65� N,

approximately where the skewness switched from negative to positive in the previous

plot. Negative kurtosis is also found in other places where the skewness is neutral,

for example over the Himalayan Plateau and in some parts of the tropics. Positive

kurtosis is found in areas of high negative or positive skewness, such as subtropical

oceans, west Greenland, and the Bering Sea.

500-hPa Vorticity

The vorticity skewness �eld (Fig. 4.5c) has a similar spatial distribution as the

geopotential height skewness �eld. The negative values on the geopotential height

plot have been replaced with positive values on the vorticity plot. The strongest

positive skewness is also located over the mid-latitude Paci�c and Atlantic Oceans

(around the climatological storm tracks). This time, however, the maxima extends

over the continental United States. Like the geopotential height plot, the Himalayan

Plateau marks a break in this ring of positive skewness. In the Arctic region, the

skewness is negative in the Bering Sea and near Greenland. This corresponds to the

strongest positive skewness in the geopotential height plot. The tropics are nearly

neutral, except that the positive skewness ring seems to extend further south inthe

vorticity plot.
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Taking a look at the kurtosis (Fig. 4.5d), we again see a strong correlation between

the vorticity and geopotential height plots. This time, the two quantities havethe

same sign. The mid-latitude couplet of positive kurtosis to the south and negative

kurtosis to the north is present. Because the skewness does not change sign from

the mid-latitudes to the tropics, there is also no change in kurtosis in that region.

The most striking feature is the very high positive values (greater than 0.9) from the

Philippines eastward to the West African coast.

500-hPa Horizontal Wind

Compared to the previous two quantities, both horizontal wind components are

much more Gaussian in nature. The zonal component has positive skewness (Fig.

4.6a) around the Equator and alternating positive and negative regions elsewhere. For

example, over the non-tropical Paci�c there exists a negative skewness region west of

Hawaii and a positive region east of Hawaii, while over the Bering Sea the skewness

is positive. The signal is quite weak; the maximum magnitude of the skewness is

roughly 0.5 in four di�erent places, which is barely statistically signi�cant.

The kurtosis of the zonal wind (Fig. 4.6b) is mostly negative, but again these

values are small, only exceeding a magnitude of 0.4 at one location in the North

Paci�c. In a few places the kurtosis is positive: in the Arctic, the west tropical

Paci�c, South America, and the east tropical Atlantic.

The strongest signal in the meridional wind skewness (Fig. 4.6c) is found between

45� and 50� latitude, where the meridional extent of Rossby waves is at its greatest.

The non-Gaussian regions are found near the oceans: positive skewness over theSea

of Okhotsk and south of Greenland and negative skewness over Alaska and western

Europe. This corresponds well to the map of meridional wind variance.

The kurtosis of the meridional wind (Fig. 4.6d), in contrast to the zonal wind,

is mostly positive, especially south of 45� , where values above 0.5 are found over the
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oceans and West Africa. North of this latitude we �nd both positive and negative

skewness, almost matching the pattern in the skewness �eld.

4.4 Vertical Plots of Skewness and Kurtosis

We have looked at several horizontal plots in the last few pages. For themost part,

there is little change in the skewness or kurtosis of a variable in the zonal direction.

Therefore we lose very little information by taking a zonal average of the moments

and looking at a vertical cross-section of the atmosphere. This allows us to examine

the full structure of skewness and kurtosis patterns.

Zonally-Averaged Geopotential Height

The geopotential height skewness pattern (Fig. 4.7a) is well-de�ned and, for the

most part, quite symmetric about the Equator. In the troposphere, the ring of nega-

tive skewness that was featured in the 500-hPa plot is observed to extend down to the

surface and up to the tropopause. On the other hand, the positive skewness around

the Pole does not reach the surface at all. The third region, the neutral skewness

around the Equator, is also constant in the vertical direction. From this picture, it

is possible to draw a line representing the tropopause which roughly follows the con-

tour of zero skewness between 100 and 300 hPa, depending on the latitude. Froma

physical point of view, the non-Gaussian regions in the stratosphere seem completely

decoupled from those happening in the troposphere. In the stratosphere, the tropics

suddenly become signi�cantly positive, while the polar regions are negative. An ex-

ception to this is found in the Northern Hemisphere, where extreme values of positive

skewness are found near the Pole. This feature will be explained in the next chap-

ter. Interestingly, the tropospheric higher statistical moments do not change much

with passing seasons. However, in the stratosphere the seasonal dependence is quite

pronounced. We will examine this dependence in a future section.
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(a) (b)

(c) (d)

Figure 4.7: Zonally-averaged DJF geopotential height (a) skewness and (b)
kurtosis; and relative vorticity (c) skewness and (d) kurtosis. Taken from
NCEP/NCAR Reanalysis I.
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(a) (b)

(c) (d)

Figure 4.8: Zonally-averaged DJF Northern Hemisphere zonal wind (a)
skewness and (b) kurtosis; and meridional wind (c) skewness and (d) kurto-
sis. Taken from NCEP/NCAR Reanalysis I.
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The kurtosis �eld (Fig. 4.7b) shows strong negative values where the skewness

was near neutral in the previous plot. For the most part, strong skewness values

(whether positive or negative) correlate well with positive kurtosis.

Zonally-Averaged Vorticity

We can clearly see the dependence of the sign of the vorticity on the hemisphere it

is located in (Fig. 4.7c). In the Northern Hemisphere, vorticity is positive in cyclones

and negative in anticyclones. In the Southern Hemisphere, the reverse is true. Thus,

if the skewness of a particular variable is related to a physical phenomenon (e.g. the

temporal variability in the passage of troughs and ridges), the skewness of vorticity

has to be di�erent in the two hemispheres. In the troposphere, we again see that

the vorticity and geopotential height correlate very well. The di�erent regions of

signi�cant skewness are located roughly in the same places. Vorticity does tend to

have higher signi�cance near the Equator in the upper troposphere, but other than

that, the di�erences are minute. One major di�erence is the well-de�ned local maxima

around 200 hPa at about 20� latitude, near the subtropical jet. An additional local

maximum is found in the southern Hemisphere, near 450 hPa around 40� latitude. In

the stratosphere, the couplet found in the Northern Hemisphere geopotential height

skewness is also found in the vorticity skewness. The rest of the stratosphere shows

little pattern of interest to this study.

The vorticity kurtosis (Fig. 4.7d), unlike its geopotential height counterpart,does

not exhibit the same type of correlation. Not all neutral skewness values correspond

to negative kurtosis values; in fact, in the lower tropospheric polar regions,positive

kurtosis is shown. In the tropics, the same process occurs. In fact, the strongest

positive kurtosis values are not always found in the same areas as the strongest

magnitude of skewness.
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Zonally-Averaged Horizontal Wind

In the Hadley Cell (30� S to 30� N in the troposphere), the zonal wind skewness

(Fig. 4.8a) is generally positive except in the vicinity of the subtropical jets, where

the skewness turns neutral and eventually negative in the center of the jet. Inextra-

tropical regions, near the surface of the Earth, negative skewness is observed except

within the polar vortex (in this case, the Arctic region). Thus, any area experiencing

moderate to strong westerlies has a negative skewness, and any area experiencing

easterlies has a positive skewness. From an energetics point of view, it makes sense

that it is easier to decrease than to increase the wind speed, thus extreme events

would tend to have opposite sign as the wind vector itself. In the stratosphere, pos-

itive skewness is the rule over the extratropical Southern Hemisphere, the tropics

above 200 hPa, and at mid-latitudes in the Northern Hemisphere.

Zonal wind kurtosis (Fig. 4.8b) is mostly insigni�cant in the troposphere, except

for a region of positive kurtosis near the surface in the tropics and over the South

Pole. In the stratosphere, we �nd a pronounced platykurtic area between 20� S and

20� N and two signi�cant leptokurtic areas over the poles.

The skewness of the meridional wind (Fig. 4.8c) is quite low, on the other hand.

None of the regions have a magnitude over 0.3 and we will not draw any conclusions

from this plot.

Interestingly, meridional wind kurtosis (Fig. 4.8d) is almost everywhere positive

and signi�cant. This is especially true in the stratosphere, where the Antarctic,

Equator, and Northern Hemisphere mid-latitude regions reach values beyond 1.0.

Thus the meridional wind distribution is almost symmetric and has a sharp peak

around its mean value.
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Figure 4.9: Same as Fig. 4.7a, except with the locations (black dots) of the
time series and pdfs in Figs. 4.10, 4.11, and 4.12.

4.5 Other Plots of Interest

After showing an overview of the main features of statistical moments of theglobal

atmospheric variables, it is time to take a closer look at some of the most interesting

ones. We will begin by analyzing the actual pdfs of non-Gaussian data seen earlier.

This will be followed by a discussion of the contribution of tropical cyclones to the

skewness and kurtosis. Then, seasonal variations in the stratospheric non-Gaussianity

will be discussed. Finally, the Reanalysis 2 dataset will be compared to the Reanalysis

1 dataset.

Probability Density Functions at Selected Points

We now take a closer look at the data at individual points in the atmosphere. For

this subsection, we will focus on three points in the storm track area of the Northern

Paci�c Ocean in Fig. 4.7a. Fig. 4.9 shows the same plot with the locations of these

gridpoints in black. The data is from the DJF months at the 500 hPa level. Figs.

4.10, 4.11, and 4.12 show the time series of 62 years of data, or roughly 5,500 days,
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(a) (b)

Figure 4.10: (a) Standardized time series of DJF 500-hPa geopotential
heights from the period 1948-2009 at 55� N 177.5� W (a region of positive
skewness and positive kurtosis.) The x-axis shows the day number start-
ing on 1 January 1948 and the y-axis shows the standard deviation. (b)
Standardized probability density function (pdf) of the same time series
(black line); standardized Gaussian distribution (red line). Taken from
NCEP/NCAR Reanalysis I.

on the left side and the pdf of these data on the right side.

Fig. 4.10 features a point in the Bering Sea (55� N 177.5� W) where both the

skewness and the kurtosis are positive. This type of distribution gives us more high

pressure extreme events than low pressure extreme events. The presenceof more

extreme events in the upper tail skews the distribution such that the peak of the pdf

(analogous to the mode of the data) is located at a smaller value than the actual

mean of the data. Thus, compared to a normal curve, there are more days whenthe

geopotential height is slightly lower than the mean or signi�cantly higher than the

mean, and fewer days when the geopotential height is slightly higher than the mean

or signi�cantly lower than the mean.
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(a) (b)

Figure 4.11: (a) Standardized time series of DJF 500-hPa geopotential
heights from the period 1948-2009 at 40� N 160� W (a region of neutral skew-
ness and negative kurtosis.) The x-axis shows the day number starting on
1 January 1948 and the y-axis shows the standard deviation. (b) Standard-
ized probability density function (pdf) of the same time series (black line);
standardized Gaussian distribution (red line). Taken from NCEP/NCAR
Reanalysis I.

Fig. 4.11 shows a point in the mid-latitude Paci�c Ocean (40� N 160� W) where

the skewness is close to zero and the kurtosis is negative. Here, the pdf is roughly

symmetric about the mean, and there are less extreme events and less events near the

mean compared to a Gaussian distribution. Although we cannot call this distribution

bimodal, the main excess of events from the normal expectation comes between one

and two standard deviations away from the mean.

Finally, in Fig. 4.12 we are looking at a point in the subtropical Paci�c Ocean

(30� N 145� W) where the skewness is negative and the kurtosis is positive. This

distribution is close to a mirror image of the Bering Sea one. More extreme events

are found in the lower tail than the upper tail. The kurtosis is again positive, meaning
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(a) (b)

Figure 4.12: (a) Standardized time series of DJF 500-hPa geopotential
heights from the period 1948-2009 at 30� N 145� W (a region of negative skew-
ness and positive kurtosis.) The x-axis shows the day number starting on 1
January 1948 and the y-axis shows the standard deviation. (b) Standard-
ized probability density function (pdf) of the same time series (black line);
standardized Gaussian distribution (red line). Taken from NCEP/NCAR
Reanalysis I.

that the data peaks higher than a Gaussian distribution.

Tropical Cyclones

To �nd out how tropical cyclones could in
uence the skewness and kurtosis of the

atmosphere, the 1948-2009 time domain was split into two subsets. The �rst subset,

labeled \high-activity years", only considers years in which there were an above-

average number of Category 3 or stronger tropical cyclones (\major hurricanes").

The second subset, labeled \low-activity years", considers every year that is not

included in the �rst subset. Table 4.5 describes both subsets brie
y. Because the

Western Paci�c is typically the most active of all the basins, only tropical cyclones
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Table 4.2: Years comprising the high-activity and low-activity tropical cy-
clone subsets. The number of "major hurricanes" is also included for each
year.

High-Activity Years (29) Low-Activity Years (33)
Years Number Years Number

1957, 1958, 1965 15 1956, 1960, 1961, 1976, 1980, 9
1984, 1989, 1993, 2005, 2007

1953, 1963, 1972, 2004 14 1966, 1979, 1986, 1990, 2000 8
1959, 1964, 1968, 1997 13 1949, 1969, 1988, 1995, 2009 7

1962, 1982, 1987, 1992, 1994 12 1950, 1981, 1985 6
1951, 1967, 1970, 1971, 11 1948, 1975, 1998, 1999, 2008 5
1991, 2001, 2002, 2003

1952, 1954, 1955, 1996, 2006 10 1973, 1977, 1983 4
1974, 1978 3

that occurred there were considered. Joint Typhoon Warning Center (JTWC) Best

Track Data was used in the analysis (Chu et al. 2002). Since the JTWC uses a

di�erent averaging method to �nd the top speed of a tropical cyclone, we choseto

disregard category 1 and 2 storms which could potentially be called tropical storms

in the Atlantic basin. The following table shows the years included in each subset.

In the Western Paci�c basin, there is a clear di�erence between the high- (Fig.

4.13a,b) and low-activity (Fig. 4.13c,d) years for both moments. In years of high

tropical cyclone activity, the skewness is more negative and the kurtosis is more

positive than in the other subset. Additionally, high-activity years feature slightly

positive skewness values around the Equator, while in low-activity years the skewness

is generally negative. Although we generally expect to see negative skewness at mid-

latitudes, there is a peculiar artifact that shows up in the low-activity plot: a 10� -wide

streak of positive skewness starting in the middle of the Sahara Desert and ending in

Southeast Asia. This helps explain why the DJF plot has neutral skewness around

the Himalayas. Other than in the western Paci�c, the kurtosis plots are quite similar

in both subsets.

43



(a) (b)

(c) (d)

Figure 4.13: 500-hPa SON Northern Hemisphere geopotential height skew-
ness (a, c) and kurtosis (b, d). The plots show data from two subsets of the
1948-2009 time domain: the top plots showing high-activity Western Paci�c
tropical cyclone years and the bottom plots showing low-activity Western
Paci�c tropical cyclone years. Only cyclones of category 3 or higher were
considered in the analysis. Taken from NCEP/NCAR Reanalysis I.

44



Stratospheric Seasonal Dependence

Interestingly, variations in the non-Gaussianity of the stratospheric circulationare

much larger in magnitude than in the troposphere, especially at high latitudes. The

yearly average shows positive skewness near the poles and negative skewness at mid-

and subpolar latitudes. However, the interseasonal variability is quite high.

Although the stratospheric tropics have positive skewness during the entire year,

the magnitude of the skewness changes with each passing season. The months of

March, April, and May (Fig. 4.7b) feature the strongest skewness, while the months

of September, October, and November (Fig. 4.7d) are almost neutral. There is also

a strong hemispherical asymmetry during the months of December, January, and

February (Fig. 4.7a), with the Southern Hemisphere being much more positive than

its counterpart.

Outside of the tropics, we typically observe one of three di�erent skewness modes.

One of the modes consists of strong positive skewness over the pole and negative

skewness at mid-latitudes. This mode is observed over the Northern Hemisphere

during its winter months and over the Southern Hemisphere during its winter and

spring months. The second mode is similar to the �rst but much weaker in magnitude,

and is observed during the fall months of both hemispheres. The �nal mode is strong

negative skewness covering all of the extratropical stratosphere, and is observed over

the Southern Hemisphere in its summer as well as over the Northern Hemisphere in

its spring and summer months.

One of the noticeable traits of this interseasonal variability is that the two hemi-

spheres do not seem to mirror each other temporally. In other words, we would

expect the solstice months to have similar structure in both hemispheres, and we

would expect the equinox months to do the same. But the third mode (the large area

of negative skewness) happens for two seasons in the Northern Hemisphere and only

one in the Southern, while the �rst mode is present for two seasons in the Southern
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(a) (b)

(c) (d)

Figure 4.14: Zonally-averaged geopotential height skewness for (a) DJF, (b)
MAM, (c) JJA, and (d) SON seasons. Taken from NCEP/NCAR Reanalysis
I.
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Hemisphere and only one in the other.

Reanalysis Dataset

The Reanalysis 2 dataset is an improvement over the Reanalysis I dataset but

comes at the cost of a shorter time period. To check whether our choice of using

Reanalysis I was reasonable, the two datasets are compared for the satelliteera (1979

to 2009). In Fig. 4.15, we see the R1 data on the left side and the corresponding

R2 data on the right side. The skewness plots (on top) show very little di�erence

between the two datasets. The R1 dataset is more neutral near the Equator but

this di�erence is barely statistically signi�cant. The kurtosis plots (on the bottom)

show more positive values in Africa, the Indian Ocean, and South America, but more

negative values near the North Pole.

In Fig. 4.16, the zonal average has been taken. The skewness plots show a similar

vertical structure, except that the tropics are more positive down to 500 hPa in the

R2 dataset. The stratospheric Antarctic region is much less negative as well.The

kurtosis is more negative in the R2 dataset. In particular, the Arctic troposphere,

the upper-tropospheric tropics, and the mid-latitude stratosphere are much di�erent

than in the R1 dataset.
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(a) (b)

(c) (d)

Figure 4.15: 1979-2009 DJF Northern Hemisphere geopotential height skew-
ness for (a) NCEP/NCAR Reanalysis I and (b) NCEP/DOE Reanalysis II,
and kurtosis for (c) NCEP/NCAR Reanalysis I and (d) NCEP/DOE Re-
analysis II.
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(a) (b)

(c) (d)

Figure 4.16: 1979-2009 DJF zonally-averaged geopotential height skewness
for (a) NCEP/NCAR Reanalysis I and (b) NCEP/DOE Reanalysis II, and
kurtosis for (c) NCEP/NCAR Reanalysis I and (d) NCEP/DOE Reanalysis
II.
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CHAPTER 5

THEORY

In the last chapter, we saw that several variables of the atmosphere feature non-

Gaussian distributions in time. We now explain why this actually occurs. The �rst

section of this chapter shows a couple of empirical theories to explain some of the

features found in the skewness and kurtosis plots. The second section deals withthe

idea of recti�cation, �rst proposed by Holzer (1996). This idea links the non-Gaussian

troposphere shown in Chapter 4 with stochastic theory, presented in the third section.

5.1 Empirical Theory

Two phenomena that have been linked to non-Gaussian distributions in the at-

mosphere are tropical cyclone activity and sudden stratospheric warming events.

Tropical cyclones

As was discussed in the previous chapter, years of intense tropical cyclone activity

show di�erent patterns of skewness and kurtosis, particularly in the tropics andmid-

latitude. At 500 hPa, we can expect to have more negative skewness in the immediate

region where the tropical cyclones occur (i.e. the western Paci�c) where tropical

cyclones still feature cyclonic 
ow. Thus a few strong tropical cyclones per year would

be enough negative-anomaly extreme events to bring the skewness of the distribution

below zero.
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The main di�erence between the high- and low-activity subsets lies around the

Equator, with more positive skewness values found in the high-activity years and

near-neutral values found in the low-activity years. It is suspected that muchof

this discrepancy is due to the El Ni~no Southern Oscillation (ENSO) cycle, which has

been shown to have a large in
uence on global weather and especially tropical cyclone

activity. For example, Camargo and Sobel (2005) discussed that in the western North

Paci�c, tropical cyclones tend to last longer and intensify further in periods of El Ni~no.

This result is probably not due to increased sea surface temperatures (as the ENSO

region is too far east) but most likely due to a geographical shift in tropical cyclone

genesis regions. In this case, an El Ni~no phase moves the main region of convection

further east, meaning that tropical cyclones that develop have more time to intensify

as they travel westward toward Asia.

Looking at the tropical Paci�c region, it is evident that during El Ni~no years (Fig.

4.13a) the entire domain is non-negative due to the spatial homogeneity of sea surface

temperatures and atmospheric convection. During La Ni~na years (Fig. 4.13c), the

warmest waters and convection are concentrated in the western thirdof the equatorial

Paci�c region. In this plot, that is the only region with negative skewness; the rest

of the domain is neutral.

Sudden stratospheric warming events

One hypothesis to explain the variability in stratospheric skewness patterns, par-

ticularly in the Northern Hemisphere, is a phenomenon called stratospheric sudden

warming event, or SSW. Limpasuvan et al. (2004), Haynes (2005), and Birner and

Williams (2008) have summarized the current understanding of these events con-

vincingly. The typical 
ow pattern of the wintertime stratospheric polar regions is

referred to as the polar jet, a strong easterly wind that averages 30to 40 m�s� 1 at

the 10 hPa level. However, interactions with upward propagating planetary waves
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Table 5.1: Years comprising the subsets of signi�cant sudden stratospheric
warming event winters and non-signi�cant sudden stratospheric warming
event winters. Adapted from Charlton and Polvani (2007).

Signi�cant SSW Winters (24) Non-Signi�cant SSW Winters (21)
1957-1958, 1958-1959, 1959-1960,1960-1961, 1961-1962, 1963-1964,
1962-1963, 1965-1966, 1967-1968,1964-1965, 1966-1967, 1972-1973,
1968-1969, 1969-1970, 1970-1971,1973-1974, 1974-1975, 1975-1976,
1971-1972, 1976-1977, 1978-1979,1977-1978, 1982-1983, 1985-1986,
1979-1980, 1980-1981, 1981-1982,1989-1990, 1990-1991, 1991-1992,
1983-1984, 1984-1985, 1986-1987,1992-1993,1993-1994, 1994-1995,
1987-1988, 1988-1989, 1998-1999,1995-1996, 1996-1997,1997-1998
1999-2000, 2000-2001, 2001-2002

from the troposphere sometimes causes a reversal in the direction of the polar jet.

By thermal wind balance and mass continuity, the air is accelerated poleward and

downward, leading to adiabatic warming in a region of strongly strati�ed air. Tem-

peratures changes of up to 50� C have been recorded in the strongest SSWs. Because

the Northern Hemisphere has the largest geographical variation and thus the most

pronounced planetary wave activity, it is no surprise that it also has the largest SSW

events.

Signi�cant SSWs occur at most twice per winter season, and sometimes do not

occur at all in a given year. We have separated the 60-year DJF period intotwo

groups, one in which signi�cant SSWs occurred and the other where they did not (see

Table 5.1.) These two subsets were taken from Charlton and Polvani (2007).At the

30-hPa level (Fig. 5.1), the largest di�erence in the skewness �eld of the geopotential

height is near the Equator. In winters containing SSW events, the skewness is slightly

negative up to about 10� latitude, while in the other subset, it is signi�cantly positive.

The skewness dipole found over the Arctic region is more negative in SSW winters as

well. It is not yet known what contributes to these discrepancies.
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(a) (b)

Figure 5.1: 30-hPa DJF Northern Hemisphere geopotential height skewness
from two subsets of the 1957-2002 time domain: (a) winters containing
signi�cant stratospheric warming events; and (b) all other winters. Taken
from NCEP/NCAR Reanalysis I.

5.2 Recti�cation Process

Holzer (1996) describes that the area of negative skewness in the mid-latitude

troposphere can be attributed to \the recti�cation of near-symmetric velocity 
uctu-

ations by the advective nonlinearity." While he uses the balance equation to prove this

statement, any set of equations that models the 
ow of the atmosphere can be used.

Let us consider a simple model, the vorticity equation in a one-layered (barotropic)

frictionless atmosphere. We can write the variables� (the relative vorticity), u (the

zonal component of the 
ow), andv (the meridional component of the 
ow) in terms

of the stream function :

� = r 2 ; (5.1)

u = �
@ 
@y

; (5.2)

v =
@ 
@x

: (5.3)
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The barotropic vorticity equation is therefore

@�
@t

+ u
@�
@x

+ v
@�
@y

+ �
@ 
@x

= 0 (5.4)

where � = @f
@y. The last term on the left-hand side is the beta e�ect caused by the

rotation and curvature of the Earth (Holton 2004). Substituting the earlier de�nition

in this term and combining terms then gives us

@�
@t

= � [u
@�
@x

+ v(
@�
@y

+ � )]; (5.5)

which is an equation that describes the vorticity tendency. This can be used to

diagnose the evolution of the system over a period of time, giving us an idea of the

shape of the pdf of this variable. To test whether the pdf of the relative vorticity is

Gaussian or not, we introduce vorticity anomalies of equal magnitude but opposite

sign in an otherwise resting 
ow. We then check the symmetry of the response from

each term of the equation individually.

Fig. 5.2 shows a horizontal view of an idealized case in which a neutral relative

vorticity �eld is disturbed by mirrored positive and negative anomalies. In each

plot, the anomaly maximum is found at the origin and the values relax to zero with

increasing distance from the origin. Here we are not concerned with the exact values

of vorticity, only that each anomaly is radially symmetric and of a certain sign.

The colored circles denote arbitrary contours of equal vorticity, while the arrows

on each circle represent the direction of the wind vector around the anomaly. The


ow is counterclockwise around the positive (red) anomalies and clockwise around

the negative (blue) anomalies. Each row of anomalies shows contributions from a

di�erent term of the barotropic vorticity equation to the evolution of the system.

The following paragraphs explain these contributions in more detail.

Consider the �rst term of the equation, u @�
@x. As Fig. 5.2a shows,u is positive

in the southern quadrants of a positive� anomaly and in the northern quadrants
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(a) (b)

(c) (d)

(e) (f)

Figure 5.2: Plots showing contributions from each term of the relative vor-
ticity anomaly tendency equation with a sample positive vorticity anomaly
(a, c, e) or a sample negative vorticity anomaly (b, d, f). Subplots (a) and
(b) show contributions from the u @�

@x term, subplots (c) and (d) show con-
tributions from v @�

@y, and subplots (e) and (f) show contributions from the

whole v @�
@y+ v� term. In each subplot, individual contributions from each

term are denoted by a [+] or a [� ], with the full contribution written as
Positive, Negative, or Unknown.

55



of a negative� anomaly. Additionally, @�
@x is positive in the western quadrants of a

positive � anomaly and in the eastern quadrants of a negative� anomaly (Fig. 5.2b).

Multiplying both e�ects together, we get a positive contribution from this term in the

southwest and northeast quadrants of both positive and negative� anomalies. If we

compare mirror quadrants between both anomalies, such as the northeast quadrant

in the positive anomaly with the northwest quadrant in the negative anomaly, we see

that the contributions from this term are all opposite signed. Thus in each quadrant,

we can expect an opposite response from opposite anomalies, resulting in a fully-

symmetric pdf.

Now consider the second term of the equation,v @�
@y (we will neglect the � e�ect

for now.) This time, v is positive in the eastern quadrants of a positive� anomaly

and in the western quadrants of a negative� anomaly (Fig. 5.2c). @�
@y is positive in

the southern quadrants of a positive� anomaly and in the northern quadrants of a

negative� anomaly (Fig. 5.2d). Putting these variables together results in a positive

contribution in the northwest and southeast quadrants of both positive and negative

� anomalies. Again, since each quadrant gets a response that is the opposite of the

corresponding mirror quadrant, we end up with a symmetric (Gaussian) pdf for this

term.

The clue to understanding how this simple model can give us a non-Gaussian dis-

tribution is the inclusion of the � term in the system. This variable is the meridional

gradient of the Coriolis e�ect, @f
@y. Physically, it is positive everywhere on Earth,

though it has a higher value at lower latitudes than at higher ones. Thus, the sign

of v� depends only on the meridional wind anomaly. Around a positive� anomaly

(Fig. 5.2e), v is positive in the eastern quadrants, while around a negative� anomaly

(Fig. 5.2f), v is positive in the western quadrants. This results in a scenario where

v( @�
@y+ � ) could have unequal e�ects on the time evolution of the system. In this case,

the rotation and curvature of the Earth creates a basic asymmetry that is seen in this
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simple toy model.

5.3 Stochastic Theory

From the last equation, a direct link can be made to stochastic dynamics. Adding

friction to our environment creates a damping term with parameter� :

@�
@t

= � [u
@�
@x

+ v(
@�
@y

+ � ) + �� ]: (5.6)

However, solving for this equation analytically is impossible. We need to make a

few changes to it to turn it into a solvable stochastic di�erential equation (SDE).

First, we consider the meridional wind component anomalyv to a highly-variable

process; it now becomes white noise� . We also turn the symmetric �rst term into

a residual R. We simplify this equation further by saying that the gradient of the

relative vorticity is proportional to the relative vorticity itself; that is, @�
@y ' �� , where

� is a proportionality constant. The �nal equation is then

@�
@t

= � �� � � (�� � � ) + R: (5.7)

This equation is important because it reproduces the non-Gaussian statistics that

have been observed in nature. The multiplicative noise term� (�� � � ) is what gives

us the asymmetry (i.e. the skewness) of the pdf. By setting� to zero we can still

have a non-Gaussian system, but only the kurtosis will deviate from the normal

expectation. If the whole term is zero, we get a Gaussian white noise only. Solving

for this SDE gives us the non-Gaussian statistics that are observed in nature and leads

to two interesting physical properties: the power-law tails and the skewness-kurtosis

relationship.

Power-Law Tails

Sardeshmukh and Sura (2009) showed that this one-dimensional stochastic model

produced power-law tails. This means that the data in the tails of a pdf can be �t to
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Figure 5.3: Log-log scale PDFs (circles) of full year (a) positive and (b)
negative potential vorticity (q0)anomalies at 160� W, 15� N and 250 hPa. The
straight dashed lines are Maximum Likelihood Estimates of the power-law
behavior and the solid lines denote Gaussian distributions. The lower bounds
of the power-law scaling are shown by the dotted-dashed vertical lines. Taken
from Sura and Perron (2010).

a power-law function of a certain exponent. Theoretically, power-law functions can

even be �t to Gaussian distributions, but they are of little physical signi�cance. The

length of the tail and the value of the exponent are not statically de�ned; instead, an

algorithm picks out the best values to give the closest �t. Fig. 5.3 shows a couple of

non-Gaussian pdfs with the power-law tails superimposed.
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Skewness-Kurtosis Relationship

There exists a special relationship between skewness and kurtosis in the atmo-

sphere and oceans. A scatter plot of skewness versus kurtosis for any variable in the

atmosphere or oceans reveals an interesting pattern (Sura and Sardeshmukh 2008).

Indeed, it can be shown from the Navier-Stokes Equation that the relationship is

more than just a mathematical artifact that comes from the statistical moments; this

restraint on the values of skewness and kurtosis is physical in nature. The relationship

between the two quantities is parabolic:

kurt � 1:5skew2 + C: (5.8)

Fig. 5.4 shows this relationship for the four main variables examined in the last

chapter: geopotential height, relative vorticity, zonal wind, and meridional wind.

Additionally, Fig 5.5 shows the same relationship for another variable, the potential

vorticity. It can be seen that every point, accounting for our error of� 0.15 for

skewness and� 0.30 for kurtosis, lies above the parabola described earlier.
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(a) (b)

(c) (d)

Figure 5.4: Scatter plots of skewness (x-axis) and kurtosis (y-axis) for North-
ern Hemisphere DJF variables in the troposphere (up to 200hPa). Black dots
show the (a) geopotential height, (b) relative vorticity, (c) zonal wind com-
ponent, and (d) meridional wind component. The red line is the curve of
kurt = 1:5 � skew2 � 0:7 in (a) and (b) and kurt = 1:5 � skew2 � 0:6 in (c)
and (d).
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Figure 5.5: Scatterplot of full year potential vorticity (q0) excess kurtosis
vs. skewness. The solid curve denotes the parabolaK = 1:5S2 � 0:8. The
error bars indicate the 95% con�dence intervals (approximately� 2 standard
deviations). Taken from Sura and Perron (2010).
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CHAPTER 6

SUMMARY AND CONCLUSIONS

In this paper, the statistical moments of several variables were calculatedin order

to determine where and when the atmosphere is non-Gaussian. The scope of the

analysis went beyond all of the previous studies on this topic. The skewness and kur-

tosis of geopotential height, relative vorticity, zonal wind, and meridional windwere

examined through the use of horizontal slices and zonally-averaged verticalpro�les of

the atmosphere. The amount of daily data used in the calculations was several times

larger than all of the preceding studies, reducing the error inherent to the higher

statistical moments. Additionally, this study went beyond the empirical analysis of

the moments and delved into the theoretical reasons behind the observations.

In conclusion, the variables of the atmosphere, particularly geopotential height

and vorticity, are intrinsically non-Gaussian. While there exist certain regions of the

atmosphere that are nearly Gaussian (at least, during certain times of the year), they

are certainly not the norm and appear to be transition areas between non-Gaussian

areas of opposite sign. At 500 hPa, negative skewness of geopotentialheight is found

at mid-latitudes and subtropics south of the storm tracks. Correspondingly, positive

skewness is found to the north of the storm tracks. This pattern stays constant

throughout the year. Relative vorticity, related to geopotential height through the

inversion property, exhibits a similar pattern except that the signs are reversed in

the Northern Hemisphere. The two horizontal wind components are non-Gaussian in
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some areas, but the signal is weak and erratic.

The horizontal plots of skewness and kurtosis show very little zonal variability in

the higher statistical moments. Topography (including ocean and land contrasts)are

the main source of whatever variation is noticeable along lines of latitude. Therefore

to get a more comprehensive look at the structure of these moments, we lookedat

zonally-averaged quantities in the y-z plane. The regions of non-Gaussianity found

at 500 hPa are noted to cover most of the vertical column in the troposphere. In

the stratosphere, entirely di�erent patterns are found. These patterns changefrom

season to season, unlike the tropospheric ones. Sudden stratospheric warming events

are theorized to be responsible for large shifts in the polar mid-atmospheric skewness.

The kurtosis of each variable is related to the skewness mathematically and phys-

ically. In general, areas of neutral skewness exhibit more platykurtic distributions

(where the kurtosis is negative), and areas of large positive or negative skewness

exhibit more leptokurtic distributions (where the kurtosis is positive).

Theories are being developed to show how these patterns can be described dy-

namically. One of the leading theories is the concept of recti�cation by symmetric

winds. There are a number of ways to prove this argument. In this paper, we use

the barotropic vorticity equation in a frictionless atmosphere on a beta plane. The

crux of the theory holds that even when the wind perturbations forcing the evolution

of the vorticity are symmetric, the beta e�ect caused by the Earth's rotation is not.

The distribution of the vorticity perturbations become skewed in response to this

asymmetry.

Simple meteorological models such as the barotropic vorticity equation can be

turned into stochastic di�erential equations to �nd out if they create non-Gaussian

distributions. To solve these SDEs analytically, the variables of the equation have to

be simpli�ed into more abstract white noise processes. The stochastic model reveals

that stochastic properties of the system, such as the power-law tails and the skewness-
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kurtosis relationship, appear to match observations.

6.1 Future Work

It is evident that this theoretical framework is highly idealized, and that in the

real atmosphere processes such as friction, temperature gradients, and asymmetric

winds would create non-Gaussian patterns that do not quite �t the theory. One way

to solve this problem is to run a model of the atmosphere where every parameter

can be �nely tuned to see their individual e�ects on the skewness and kurtosis of

atmospheric variables. A model also allows us to get more than a few decades of

data. Ideally, a few centuries of data would increase the statistical signi�cance and

con�dence in the results.

On the observational side, the NCEP / NCAR Reanalysis I dataset has been suf-

�cient for use in this project, but the accuracy of the data (especially in the Southern

Hemisphere) casts doubts on several of the statistically signi�cant non-Gaussian re-

gions in our plots. A more temporally and spatially homogeneous dataset would help

bridge the gap between the stochastic theory and what is actually happening in the

real world. The 20th Century Reanalysis project (Compo et al. 2006), whichis being

released this year, aims at ful�lling this criteria while at the same time increasing the

time period of the data to over 120 years, more than double the Reanalysis I amount.

The theoretical aspect of the research leads to further improvements in the power-

law algorithms that can be used to describe non-Gaussian processes more quantita-

tively. Global plots of the power-law exponents and starting points of the tails would

help link distributions of extreme events to speci�c atmospheric processes worldwide.
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