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Ever since the nternet was introduced as a communication and resource sharing envi-
ronment, there have been efforts to utili e its enormous and rapidly proliferating resources.
There are two archetypal approaches for search on the nternet. One is searching over
structured data, and the other is searching over unstructured data. A relational database
is representative of structured data, while information retrieval represents search over the
unstructured data.

A Web search engine is a typical example of search on the nternet. ts technologies
are rooted in information retrieval. n 2005, Google Search 1 the most famous of
search engines reaches more than 8 billion Web pages and provides very fast information
retrieval through its collected indexes. owever search engines cannot visit every connected
resource. Furthermore the search results of the Web search engines are often highly irrelevant,
because the crawled Web contents are indexed text without proper semantic schema. Lucky
combination of keywords may be needed to nd the target information.

The 2, 3 is a superlative extension of the Web. t also includes multiple
relation links with directed labeled graphs by which machines like Web crawlers can interpret
the relationship between resources. Meanwhile the ordinary Web has a single relationship
and a machine cannot infer further meaning. To represent the relations of the ob ects on the
Web, the ob ect terms should be de ned under a speci ¢ domain description an ontology.
Domain experts are usually needed to design an ontology due to the sophisticated de nition
re uired. Currently, many Web pages include no such semantic content, and no uni ed

de nition of general semantic agreement exists.


















DTD or ML chema, two different applications can agree on a particular structure for an
ML document. f a well-formed ML document satis es a DTD or ML chema, the
document is said to be
The ML chema speci cation re ects the demands of users, who have found DTD too
limited. The schema has many improved features over DTD. efore de ning ML chema,
there were several attempts to improve the functionality of the schema language for ML
documents some examples are Document De nition Markup Language DDML | Document
Content Description DCD , chema for Ob ect-Oriented ML O , and Microsoft s
ML-Data for i Talk. The W C consortium activity for ML chema considered those

schemas in producing their own design.

DTD format is very different from ML. A DTD is usually included in the prolog part
of an ML document using the DOCT PE tag. The DTD can be de ned externally
in a separate le, designated with a le name or a niform Resource denti er R . The

typical blocks of a DTD are elements and attributes. F syntax is as follows

Figure 2.2 shows an example DTD for the car document of Figure 2. . n the example, the
car element is a and the other elements are . The non-terminal
element, car, has ve sub-elements company, model, type, year, and color in that order.
t is called a , which restricts the order of sub-elements present. is another
group option for the sub-elements and it gives a list of alternatives for them. The vertical
bar is used as the delimiter for choices and the comma for se uences.

n the se uence of the example, all but the type element will appear exactly once. The
type element can be included optionally. This is indicated by the su x, . Other allowed
su xes include , which means one or more elements can appear, and , which means

€ro Or more can appear.
PCDATA in terminal elements stands for parsed character data, which denotes text

that has no markup. That is the only way to represent text in DTD, and this was one of
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This Pointer locates the range between the start point of the element with D start and
the end point of the element with D end . Pointer is su ciently complex to handle most

usage cases.

Link is able to link not only documents but also resources, which include documents,
audio, video, database data, and any addressable information or services. While TML
links re uire editing the resource to make additional links, Link does not re uire any write

permission for the source. Link can simply set the R with the starting and ending point

for the linking.  Link also provides multidirectional links =z links as well as the
unidirectional links links  the traditional link on the Web. The links can be stored
externally from the documents, they address by Rz link , or they can be inline.

Traversal of A link in TML usually replaces the document currently viewed. Traversal
means using or following a link for any purpose 6. The user may initiate traversal by
clicking on the link, or the retrieving document may initiate it.

Figure 2.5 shows an example, which includes the features of Link and Pointer. n

the example, : k : 3 k associates the

Link namespace de nition with the R . The =z k element is a kind of extended
link, which has full Link functionality including arcs and and links
with arbitrary resources. The other type of link is the link, which has only two
participating resources.

n the =z k element, three sub-elements are embedded they are two
elements  Link type and an element  Link type . The type element designates
remote resources, whose location is denoted with the locator attribute, href. The arc
type elements represent the link traversal, which is usually a pair of start and end

resources. The labeled seaplace uses an Pointer and the expression in the

parentheses of this Pointer is an Path expression. This Pointer points to the rst
element of the second in the rst element of the element. The
seareference links to the rst places element, which has the attribute  named

sea.
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5 Relational Mapping Technology from Uni ersity of Wisconsin



P P
P
ID
ID
P C DE
ID

ID
ID
ID

P ID

ID






within a reasonable time and they did not see any exponential time or space problem during
their experiments. owever, those annotations mean that multiple label paths may exist to
reach the same ob ect. n Figure .6, a data graph and two DataGuides of the graph are
shown.

We can reach the node 2 with path A from the data graph and DataGuide , but the
same node attains through both A and paths in DataGuide 2. To avoid the confusion as
in DataGuide 2, a class of DataGuides is de ned and named . The main
aspect of strong DataGuides is that each set of label paths that share the same singleton
target set in the DataGuides is the set of label paths that shares the same target set in the

data graph.
The terminology XM is used commercially for semistructured databases.
t was introduced by Tamino as a marketing slogan 2 . ome other companies followed

this terminology for their products and the native term has become more popular than
semistructured in recent years. There are many native ML database products including
open source pro ects like Apache indice 2 the successor of db ML and erkeley
D ML from leepycat an extension of erkeley D 5. n indice the data is
stored in binary format using a proprietary storage 2 indexed or compressed le. n
erkeley D ML, ML documents are stored in collections comparable to tables in a
relational database and the records in storage are key value pairsin erkeley D . The
update of a fragment of an ML document is available. Path .0 is implemented in the
uery language. Many other ML database products are well classi ed in 6. Few details

are known about the storage mechanism of many native ML databases.
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a peer. Peers may be not only computers but also network devices. Each peer has network
functionalities that are independent and asynchronous from other peers. A peer endpoint
links a peer. everal peer endpoints, which represent various network connections, can reach
the same peer. A group of peers that are interested in the same category can form a
. A peer group is identi ed with an ID for the group. Peers in the different domains,
possibly separated by a rewall or Network Address Translation NAT |, can belong to the
same group. A peer is allowed to have membership of multiple peer groups.
are used to communicate between J TA peers. An ordered se uence of named
and typed elements forms a message. There are two formats for the message ML and

binary but only a binary format is used for the physical transfer. The messages are

transferred through , which is the J TA virtual abstraction for a network connection.
There are three kinds of pipe connections a pipe, a pipe, and
a pipe. A point-to-point pipe is a one-to-one connection. A propagate

pipe provides one-to-many connections. A secure pipe is a point-to-point communication
through a secure network channel. All the pipe operations are based on asynchronous and
unidirectional communications. Bi-directional communications are provided on top of the
pipe service. Multicasting may be used in the propagate pipe.

An is an  ML-based metadata script, which describes J TA network
resources peer, peer group, pipe, service, and other core resources. The J TA
is a generic object discovery to resolve any kind of information used in typical distributed
systems. All actions of resolution are integrated into the discovery of advertisements. The
advertisement search mechanism depends on the policy of the application, though J TA
protocol provides a substitutable protocol framework for resolution. The resolver service
includes uery send and response, uery propagation, and security functions authentication
and veri cation of credentials. Each advertisement has an expiration time, which is
extensible.

The super-peer is the optional but default policy model for resolution in a
J TA network. The Rende vous peer is the same as other peers but has an additional cache
of advertisement indexes. Through the hared Resource Distributed Index RDI service,
non-rende vous edge peers can publish their advertisement indexes on the rende vous

peers. The physical location of a peer does not affect the wuali cation of a rende vous

6



peer. When a peer ueries an advertisement, it sends a re uest to its rendezvous peer. f
the rendezvous peer does not have the index of the uery, it propagates the uery to the
next rendezvous. owever, from J TA version 2.0 5 |, the propagation is transferred only

among the rendezvous peers.

e a e-oriented comm nication is a way of communicating between processes. e -
a e , which correspond to e ent , are the basic units of data delivered. Tanenbaum and
teen 5 classi ed message-oriented communication according to two factors— nc rono
ora nc rono communication, and tran ient or per ¢ tent communication. n synchronous
communication, the sender blocks waiting for the receiver to engage in the exchange.
Asynchronous communication does not re uire both the sender and the receiver to execute
simultaneously. o, the sender and recipient are loo el -co pled. The amount of time
messages are stored determines whether the communication is transient or persistent.
Transient communication stores the message only while both partners in the communication
are executing. f the next router or receiver is not available, then the message is discarded.
Persistent communication, on the other hand, stores the message until the recipient receives
it.

A typical example of asynchronous persistent communication is Message-Oriented Mid-
dleware (MOM) 60 . Message-oriented middleware is also called a me a e- e in tem,
ame a e rame or ,or ustame a in tem. MOM can form an important middleware
layer for enterprise applications on the nternet. n the p bli and b cribe model, a
client can register as a publisher or a subscriber of messages. Messages are delivered only
to the relevant destinations and only once, with various communication methods including
one-to-many or many-to-many communication. The data source and destination can be
decoupled under such a model.

The Java Message ervice (JM ) 6 from un Microsystems provides a common
interface for Java applications to MOM implementations. ince JM was integrated with
the recent version of the Java 2 Enterprise Edition (J2EE) platform, Enterprise Java eans

(EJ )—the component architecture of J2EE—has a new type of bean, the message-driven






P

tivati

S









B R_F

Metadata —@— File Contents










Metadata in XML format

<«—— Unstructured Data
Document Name

Xindice Storage

i - Query — ¢
Metadata Query Text Query Processing
Processing

Hash Table
(Key, XML)

Unstructured Data Document

\ 4

Binary to Text
Converter

Y

Text Document

Lucene Indexing

v

List of matched documents

> i
Final Result Set
(Key, Metadata)



2 Paper Search - Microsoft Internet Explorer EWE”E'
o

File Edit \Miew Favorites Tools Help

a

@Back b @ - |£| @ J\.\J /" Search i‘? Favarites @ L"'v .-_.,’ ﬁ] i I__|

»

Address |@ http:fidarya.ucs.indiana. edu: 7777 jpapersearch. html Vl Go Links **

Paper Search

Please fill one or more search categonies and type m keywords.

Fou should fill at least one field. (Those fields are from XML instances.) Sample

Title: | | (& word)
Author's Name: | | (& name - part of first rame or lasi name)
Source: ! i(A conference name or UIRL)

Year: [2002 (4 4 digit mumber)

Fou should fill in Keywords. (This field is for the Oracle text.)

Keywords: !XML OR semistructure I(A OR B, A AND B

Author: Tungkee (Jalee) Kim
jungkkim @es. fsueda

&] Done ® Internet




. An LT Example of ybrid Paper earch

5

To establish that our approach is ualitatively practical, we evaluate the performance of
the hybrid keyword search. n this section, we will measure the experimental performance
of the metadata uery processing and the combined uery processing for both ML-enabled
relational D M and native ML databases. This measurement will show how our
architecture works at a local level. The later chapters will introduce our possible solutions

to the limitations of a local implementation.

We st evaluate the performance of the ML uery processing in an ML-enabled
relational D M —Oracle i. For Oracle we report the basic performance, and performance
using the different kinds of indexing. The function-based indexing is based on evaluation of
the speci c function for each row data. Oracle Text indexing depends on the context search
over ML. For example, the following L statement creates a function-based index on the

text value of the e erence element.
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Download request the target unstructured data in a le can be obtained from the
query request. The client subsequently requests a le download with a p

type message that includes the le name and a temporary topic. The listener on the
client then captures the type message published from the integrant, and
the target le is written message by message on the client machine. Each message
includes the le name property. The message broker is responsible for preserving the

order of message transfer.

The database schema of our data integration hub is similar to those in the hybrid paper
search in Figure 5. |, but there is an additional table for the le uploading for the unstructured
data a temporary le locator table. Our system allows the le upload on a temporary
directory only, and moves the les to the designated directory later. When a user requests
a le upload and incidentally the same le name already exists, a new le name is assigned
for the nal destination by the integrant. The original le name is stored in the table for
metadata, but the actual le name is stored in the unstructured data table. We assume
that a user does not assign the same le name to two or more different set of unstructured
data. A naming and directory for each row in the paper metadata table is generated from
combining the unique user name and the le name, and it makes the naming and directory
to a potential primary key.

Another aspect for the integration hub, which was not introduced in the local hybrid
paper search, is the metadata validation against ML schema. The storage for the local
hybrid paper search is managed by database administrators, but ordinary users can upload
their own data to the database of the integration hub. We utili e an Oracle D operation
to check the validity of metadata presented in ML instances against a registered ML
schema. The ML schema for our hybrid paper search is shown in Figure 6.5.

Each data integration hub has a message broker and an integrant. A group of data
integration hubs may provide a global search over a distributed information system by using
the cooperative network features built in to arada rokering, or by using an additional

network layer a peer-to-peer overlay network.



Figure 6 5
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implementation does not meet the speci cation for selective uery propagation from
the rende vous peer. The detailed paradigm and problems of J TA are described in a

later chapter.

ingle arada rokering mnode has a server and a search service, and the other nodes

only have search services. All the search services are clients for the communication.

Multiple arada rokering Cluster = node has a root server and the other nodes have
second-level servers. Each node has a arada rokering server and a search service.
This architecture gives us an idea of the performance difference between a cooperative

network and a single message broker.

Examples of these architectures are shown in Figure 6.6.

Figure 6. shows the average response time for an author exact match uery over
search services connected using the three approaches. We choose ueries that combine
an author and a keyword, and the databases are indexed against the author element in the

ML instances and keywords for the unstructured data. Each uery matches to only one
of eight search services. The number of matches is between and . We present the graphs
separately for the average response time of no match and match result cases. We can interpret
the difference between matched and non-matched uery time to mean that the additional
overhead for processing matched results is more than half of the total uery time. The local
processing time for non-matched uery is very short as a result of the indexing against the
author name. ut the matched uery takes a longer time for oining the uery results, and
it is larger than the communication time. The uery time of arada rokering connections is
shorter than that of J TA connections. The time for eight connections of arada rokering
is a little shorter than broker connection. ut considering standard deviations more than

0 ms the two arada rokering cases are statistically indistinguishable. arada rokering
uses Java O the new O for better performance provided in JDK . . J TA version
2. does not use the Java O features. We enable the O option in the arada rokering
performance measurement.

We evaluate further hybrid search ueries for the year match. n these ueries, there
are two different keyword selections. One has a few keyword matches only documents

in 00,000 unstructured data documents, and the other has many keyword matches ,
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the uery message convert to a local uery, and the local uery processing produces a uery
result. The uery message includes the pipe D in the input pipe advertisement of the search
client peer, and this uni ue pipe D is used as the pipe D in the output pipe advertisement
of the search service peer. Therefore the uery result is returned back only to the client peer
that sent the uery message. The result message transfers through a point-to-point pipe.
The uery message is similar to that in the message broker described in ection 6. . An
ordered list of message elements constitutes a message, and a message element consists of
a pair. nstead of adding a temporary topic to a message like in the message
broker, the uni ue pipe D in a message indicates the destination for the uery results
returned to the peer in J TA P2P networks. Figure . Java fragment shows an example of

a J TA message setting used in the experimental performance test in the previous chapter.



eri e ta Per r+ a ce rPeer r icati



Subnet A

S
L > SubnetB
©° o
S 8
%

Q\

&
ooQ Q:é»‘ Subnet C

Client Pek

s.

Rendezvous Peer

Point-to-point Pipe Connection

..... O

Search Service Peers




250

200

150

Time (ms)
H
o
o

50

2 4 8

Number of Group Search Service Peers

01 Rdv Total @1 Rdv Max. 02 Rdv Total O 2Rdv Max.




Time (ms)

250

200

150

100

50

2 4 8

Number of Group Search Service Peers

OAvg. total RT BAvg. max. RT

Q

16




9000

8000

7000

Time (ms)

Number of Messages

"
° %
L
o
° o
. g
i l o '
o o !
§
Mk e
' fe0 00y pai !
(LTHTILTL AT H T e B |
0 10 20 30 40 50



Milliseconds

4EEEH

20008

ZE8aa

2oeEa

ceERE

15888

laaaa

SEHER

Fropagate Fipe Rduw TCP

Humber of Messages

T T T T T
INTh & & 1 6T Tiws
JETA 2 3 STABLE Time
L = ]
-
= +
| - * * + o+
+
= + =
* -
¥
- o + +
4 . g 4 t#
4 + o+ #* +
W i Y Thght + e ok o
L En + + -
+ A + + + + + e +
++ w + ¥
+ b gk T ke 5 e *: Aok ST
LA S gL R+ Hm 4 e Th
e wAhy 3 rita e * ok o+ o+
+ P e - AR e + 4
- i L + +4y + _
ik + +
+ ¥ +
i & +
o+
+
Ea |
¥
5
f
e
I 1 1 I 1
5] b1 1@a@ 156 =yals) £oe

388









To discover and share heterogeneous resources on the et has been a long term challenge
since computer communication networks were populari ed. There are two traditional
approaches to organi ing the data to be searched structured data and unstructured data.

emistructured data based on structured data has recently emerged to answer the demands
of the nternet environment.

Web search engines are rooted in searching against unstructured data. ut organi ing

nternet resources as structured or semistructured data creates complexity, while unstruc-
tured data are hard to categori e without metadata. n this dissertation, we have described a
hybrid search bridging the bene ts from those two search approaches simplicity plus some

semantic value.

d trib ti s

The rst contribution of this dissertation is the demonstration of a hybrid search
combining metadata search with a keyword search over unstructured context data. This
search paradigm enables narrowing search category through metadata constraints over a
legacy keyword-only search for unstructured data. We have demonstrated it with two
architectures. One is utili ing an ML-enabled relational D M with nested sub ueries to
implement the combination of uery results against unstructured documents and semistruc-
tured metadata. The other is based on a native ML database and a text search library.
To associate metadata with unstructured documents, we have assigned the le name for
the document as the key of the metadata. A hash table is used for a temporary storage of
metadata uery results and the keyword search maps to the table subse uently for oining.

The second contribution of this dissertation is a way to increase locality and integrate

several dispersed resources through a data integration hub. A group of data integration hubs
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