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ABSTRACT

A new objective technique is used to analyze monthly mean griddeddfedits
and sea temperature, scalar and vector wind, specific hunsiitgible and latent heat
flux, and wind stress over the Indian Ocean. A variational method me@dutix1i
gridded product of surface turbulent fluxes and the variables needed to teaibakse
fluxes. The surface turbulent fluxes are forced to be physicallystenswith the other
variables. The variational method incorporates a state of tlexarhodel, whch should
reduce regional biases in heat and moisture fluxes. The time edaduary 1982 to
December 2003. The wind vectors are validated through comparison toynonthl
scatterometer winds.

Empirical orthogonal function (EOF) analyses of the annudéamphasize
significant modes of variability in the Indian Ocean. The dominant monsvensal and
its connection with the southeast trades are linked in eigenmodes onearfdhe
surface fluxes. The third eigenmode of latent and sensible hgaefleal a structure
similar to the Indian Ocean Dipole (IOD) mode. The variabilitgurface fluxes
associated with the monsoons and IOD are discussed. Sept@ctbberNovember
composites of the surface fluxes during the 1997 positive 10D evenherddsl
negative 10D event are examined. The composites illustrate trasacs of fluxes
during different 10D phases.



1. INTRODUCTION

In 1997 the Indian summer monsoon triggered the wettest year on re&ast in
Africa, sparking a deadly outbreak of mosgtbtmrne Rift Valley Fever and malaria in
livestock and people. The 1997 monsoon event was associated with otlmer ocea
atmospheric phenomenon. The two other phenomena tatcoored in 1991998 were
an EkNi—o phase of the ENi—o0 Southern Oscillation (ENSO) and a positive phase of the
Indian Ocean Dipole (I0OD) mode. Through better understanding of théigria
modulating the monsoon, predictions may be made sooner and millions ofdivdsbe
spared.

Surface fluxes of heat and momentum provide the link in the intendogitween
the atmosphere and the ocean (Jones et al. TB®heed is there for providinggh
resolution, regularly gridded data for studying the variability of serfadbulent fluxes
and for use in coupled oceatmosphere climate models. Therefore the purpose of our
research is twdold. The first goal is to apply a new method of objectivgidding in
situ ship and buoy observations to provide an accurate representatiofacé $lurxes in
the Indian Ocean. The second goal is to analyze spatial and terguaahbllity (e.qg.,
Indian summer monsoon, dipole, etc.) of the resultant fluddiel

Surface flux fields are usually developed from atmospheric gecieralation
models (GCM) such as the National Centers for Environmental Boed{8!CEP)
reanalyses (Kalnay et al. 1996; Kanamitsu et al. 2002) and the Eni@prae for
Medium-Rang Weather Forecasting (ECMWF) reanalyses (Gibson et al. T8%).
GCM products represent the integration of atmospheric observatidnalrke with
GCMs over an extended retrospective period using a consistent datidatiss and
model structure. Wherompared with irsitu products, advantages of these fields are
better temporal resolution and the addition of ugpefields. The fallbacks with using
GCM fluxes are large biases in heat fluxes (Smith et al. 2@y et al. 1997) and a
poor handling othe wind field in equatorial regions (Putman et al. 2000).

The objective method employed during this study builds upon previous versions
of the FSU Winds climatology (Bourassa et al. 2005). The techrsqueed to create
monthly fields of surface fluxgsatent and sensible heat and wind stress) for the Indian
Ocean region (29ik&, 29.5S and 120.fE, 29.5N, Fig. 1). The spatial and temporal grid



spacings arejland one month respectively. The current flux product is a vast
improvement over our previowersion (Jones et al. 1995), a product with grid
spacing.

Previous studies using-situ observations (Josey et al. 1999; Yu et al. 2004)
were created with various objective methods and parameterizatosey. et al. (1999)
attempted to globally statheir 3} monthly flux product using closure of the heat budget.

They found that regional adjustments must be made to the fluxes to db&ire. The
flux product development of Yu et al. (2004) combined satellite retrieugput of
numerical weatheprediction models, and ship observations to produce daily fieldsawith
spatial resolution of 1 We will show that our product clarifies spatial and temporal
variability influenced by large scale phenomena such as the annual monssrsalrand
ENSO.

In the tropical Indian Ocean a pattern of internal variabilitgtexndependently
of ENSO. The spatial/temporal pattern is termed the Indiaar©bgole (IOD) mode.
First discovered by Saji et al. (1999) and Webster et al. (199%)istinguishing
charateristics are anomalously low sea surface temperaturesioitga and high sea
surface temperatures in the western Indian Ocean. The spatmabbes are coupled with
anomalous precipitation and wind patterns through cetraoespheric dynamics (Ashok
etal. 2004). The research contained in this paper analyzes anwajedBtermined
series of monthly flux fields for a 2Zar period (January 19418ecember 2003). EOF
analyses indicate variability on temporal scales from semual to biennial. We exhtb
eigenmode three as the dipole mode of surface turbulent fluxes. @hiatas of surface
fluxes with two IOD events are also examined.

The data and quality control used for this study are described ioi$2ciin
Section 3, we explain the objectigaalysis technique employed to grid thesitu ship
and buoy observations. State of the art bulk formulae (Section 3) arensdculating
the surface fluxes. A comparison of the new productOs wind fiéldedtterometer data
is presented in Sectigh Results are discussed in Section 5. Finally, we summarize ou

results and discuss remaining issues in Section 6.



2. DATA AND QUALITY CONTROL
a. Data sets

The insitu ship and buoy observations used in creating the gridded fields are
obtained from twaources. Observations from 1982 through 1997 are extracted from the
International Comprehensive OceAtmosphere Data Set (ICOADS; Worley et al.

2005). The ICOADS Data Set encompasses historical marineoddhee fextended period
of 1784 through 1997. Dafrom 1998 through 2003 are extracted from the National
Climatic Data Center (NCDC) Marine Surface Observat{diix1129; NCDC 2003).
TD-1129 contains all available marine reports from 1982 to the présemtyver, some
are duplicated.

The number of shipbservations from volunteer observing ships (VOS) has
decreased considerably from the 19800s to the 19900s (Fig. 2d)080@ethere were
approximately 2 ship observations per grid point when compared with 1.4 dlsesva
per grid point in the 19960The decline in observations is partly due to less participation
in the volunteer ship observing system starting in the early 1990Qsfdtrisd from the
fractional difference between ship observations in the 19900s and 193 ([t
the obsevational pattern has changed very little. The uncertainty in tiza roiethe
observations is inversely proportional to the square root of the numbereotaiisns.

The largest difference between the 19900s and 1980Bsridicating no more than a
factor of 2 change in the uncertainty of the mean in the Indian Otharsmall

fractional differences are noted along the major ship trackb®#ast coast of Africa,
eastern Arabian Sea, southeastern South China Sea, and theasesf Australia whe
the number of ship observations is large. The fractional differdretageen the two
observational periods would have little impact on the mean in these baghlyled areas.

Monthly means of air temperatur&T), specific humidity ¢), scalar wind sp=d
(w), and pseudostress componeritsg @and! ) are developed from the two data sets (see

Section 2.2 for quality control). The pseudostress components are thetmioithecwind
component, v) and the scalar wd (). The monthly means are determined fptl}
cells containing at least 30% surface water based on topography mitiute resolution.
The Indian Ocean study region is 2830 29.5N, 29.5E to 120.%E for the period
beginning January 1982 throuBlecember 2003.
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Anemometer observations of wind speed from ships are assumed g&poad¢o
a reference height of 20m. These wind speed observations are heughtddt the
WMO standard height of 10m through the use of a flux model (Bouraakd 899). An
adjustment (Lindau 1995) is also applied to visually estimated (Beaufinds to correct
for wind speed biases and adjust to a 10m reference height. Moored easyrement
heights are known and then height adjusted to 10m. The wind speedatibssrfrom
drifting buoys are assumed a calibration of 10m prior to our exiracti

Sea surface temperatu@S)) data for the period of study (192P03) are
obtained from a third source.-gitu observations from ICOADS and TI129 are not
used becawsbias corrections are still poorly understood for sea surfagetatares.
Monthly linear optimum interpolation (Ol) analyses are extractau the National
Meteorological Center (NMC) Climate Diagnostics Center (CBIGbal product
(Reynolds et al. 2(). The Reynolds et al. (2002) analysis mergestinand satellite
SSTOs plus SSTOs derived froricgeeoncentration. The product results in higher
accuracy in areas of sparsesitu data due to the addition of satellite data.

b. Data quality contrb

In-situ data sets have a small fraction of large errors #mabe caused by
incorrect records of ship locations, instrument malfunctions and egistes (Bourassa
2005). The ICOADS Data Set includes a detailed quality control guoeesuch as
identifying the type of observing platform associated with each observationgwher
available), comparing individual observations to climatology, and mditimg duplicate
reports (Worley et al. 2005). The 1129 product (NCDC 2003) applies similar checks
exceptfor checking for duplicate reports. Three additional quality coptamtedures are
applied to the data at the Center for Oc@amospheric Prediction Studies (COAPS)
before using the objective analysis method. The first quality contvokfure is appdd
to the original observations while the latter two are applied to montean gridded
observations.

First, the individual observations are compared to climatologicaksalGross
outliers are removed by this check. A monthly mean and standard devs&atomputed
using the daSilva climatology (daSilva et al. 1994). We accegatdlwithin 3.5
standard deviations from the monthly mean. A minimum standard devéattonints for



limited variability of the DaSilva climatology in some partglé globe(Bourassa et al.
2005).

Prior to executing the final two quality control procedures, monthlynrfiekls
are generated from the in situ observations binned grla drid. Observations are
recorded at varying time intervals and spatial distributionsmidipg on the platform.
Moored buoy reports are typically collected every hour at the sameloedtile
drifting buoys generally collect data every ten hours at differeatitots. Ship reports
are collected every six hours at different locations. Dube sampling characteristics of
the observing platform, as well as a lack of independence of houalyrdabred buoy
reports are daily averaged prior to the calculation of a montabn.

OAuteflagO is a new objective quality control process develap€DAPS and is
the second step in quality assuring the data. Using a ranking systiagsaf diagnose
suspect data, this process eliminates grid points that diffenticb from adjacent grid
points. A datum is removed based on the number of flags/eztfor excessive
differences from neighboring values (see Appendix A for more detalie auteflag
check greatly reduces the amount of time necessary for the nexdymece

The final quality control implements a tool developed to subjectiesligw the
monthly mean binned observations. Using this utility, an analyst visnafgcts the
data and removes questionable observations that were not removed byithesireo
routines (Appendix A). The procedure can be time intensive for thgsamdien there
are a lot of data to remove. As result of the dlatg systemOs creation, the processing
time has decreased by nearly a factor of ten. The final tweg@uoes greatly reduce the

amount of smoothing required by the objective analysis method.



3. OBJECTIVE ANALYSIS METHOD

a. Variational method

A variational method is exploited to objectively gridsitu (ship and buoy)
observations in the Indian Ocean. The objective fields are producet] grid for the
region 29.5N to 29.5S, 29.5E to 12QE. The objective method is employed iteratively
with subjective editing in the data, to remove the relatively largensistencies between
the input data and the solution fields. Errors caused by incorr@gpasition and poor
sampling are usually the lguit for such inconsistencies. Variational analysis methods
allow information in various forms to be combined by minimizing & Edit to a set of
constraints (Jones et al. 1995). A direct minimization scheme(®hend Phua 1980)
employs a cost funicin based on several weighted constraints.

The cost function {) for a vector variable (e.g., wind stress) is

1,J
P2 OB I8 F 8 (87, FIH . #2087, )" $ (87, )]
i

.. | |
FLI&P (", 87 P+ L&A, $ 7 )P + 1 L[R¥& (" $ 7))

where the! Os are weights, the i, j subscripts folggaphical position have been dropped
(the ! Os and. are the only terms that do not vary spatially), the unsubscripted wind
stress (,,!,) is the solution field, the Oa@seript indicates observations (0010 for ships
and 0020 for moored buoys applied independently), the subscript ObgGhimdicates
background field! is an estimate of the uncertainty in the observed meari, asa

grid-spacing depndent length scale that make the weights approximately independent of
grid spacing.

Three types of constraints are applied to each vector variableohbgaints are
misfits to each type of observation, a Laplacian smoothing terng amsffit of the cd.
The last two constraints are applied to differences betweesolimon field and a
background field. Scalar variables are only subject to the ficssttwstraints. The misfit
of the curl is applicable to all vector variables. The congsaised irthe variational
method maximize the similarity to observations as well as neeimorgeophysical
features in the spatial derivatives. The method accomplishesgbaisewith the

minimum amount of smoothing necessary. Prior to minimization afdeefinction, the



weights (! ) are determined using cresgalidation (Pegion et al. 2000). For a more
detailed description of the variational method, including an explanatite efeighted
constraints and the background field constructsee Appendix B.
b. Flux calculations

In-situ measurements of surface fluxes are infrequently measurethegobal

oceans. Therefore, zondl,j and meridional {,) wind stress, sensible heat fluk},

and latent heat fluxi) are calculated using bulk aerodynamic flux algorithms (Bourassa
2005). The monthly mean fluxes are estimated using monthly mean values of
temperatures, humidity, and winds.

"x = ”aCD#x’

I,=".Co#,,

H= ,c,C,(SST" AT)w,
E= LCc(Oy" AW,

where ! is the density of moist aig, is the specific heat of air at constant presslye,

is the latent headf vaporization, SST is the sea surface temperature, KE iair
temperature (adjusted to potential temperature), q is thdfisgaanidity, gy is the
specific humidity calculated at the ocean surface, and w ic#t@ svind speed. The
bulk transfercoefficients C,,C,,, andC.) are determined from the Bourassa (2005)
flux model. The minimization of the cost function produces monthly mafieedfurface
variables (e.g., temperature, hunygiscalar wind speed, and psuedostress) as well as

surface turbulent fluxes.



4. SCATTEROMETER COMPARISON

The objective product is compared to monthly averages of scatterometer
pseudostress obtained from QuikSCAT for a 53 month time period stAtgugst1999.
The scatterometer pseudostress is analyzed on the sanas gr@&lFSU pseudostress
fields. The scatterometer winds are the most suitable proatuealidating the objective
fields of pseudostress due to the impressive relatively homogeneadaksspapling,
temporal sampling, and small observational uncertainty. In one dascdtterometer
makes approximately the same number of wind observations as the raunmiair of
ship and buoy wind observations combined (Bourassa et al. 2005). We exaaime m
biases and standard deviations of the differences of the FSU produst time
scatterometederived product.

The comparisons of mean differences between the FSU and scatézrovmel
products (Fig. 3, left panels) reveal few regions with notabkesid he FSU product
overestimates the zonal component of the southeast trade wind redibmflsy. The
zonal differences are partially due to the scatterometerumegsurrentrelative winds
while the FSU winds are eartblative. The meridional compent of the southeast trades
is underestimated by the FSU product. The result of the biades sowtheast trade wind
region is an underestimation of the total wind speed by approximatelg4.5m

Another region with a bias is off the west coast of Suma#t this case, the zonal
component of the pseudostress is underestimat&dfs? to -25nfs?) by the FSU
product and the meridional component is overestimateds®nThe total wind speed
off the west coast of Sumatra is overestimated by 0.2%a%.0ms'. The biases in the
FSU winds product result in small biases in the FSU flux fields.

The differences of standard deviations between the FSU and ceedter
products (Fig. 3, right panels) are analyzed as an indicati@andbm differences.
Similar patterns are observed in the pseudostress components and thimtosplesd
and they are comparable to the patterns seen in the mean diffef@measutheast
trades display a 10t°-20nts? difference in the pseusodstress components. The
differencein the components resolves an approximately 1 0diféerence in total wind

speed.



A random difference exists off the west coast of Sumatra isaine regions
where the bias was observed. The total wind speed shows as greaf 8ms
difference betwen the FSU product and the scatterometer. The zonal pseudostress
component is the biggest contributor to this difference.

The meridional pseudostress off the coast of Somalia also exhibitgiaely
large random difference (3@&T). The difference isnost likely due to fluctuations in the
intensity of the Findlater Jet during the seannual monsoon reversal. The Findlater Jet
is a powerful nortksouth elongated jet with peak intensity in the boreal summer months.
The random difference of the merididpaeudostress off the coast of Somalia results in a
minor 0.90m% random difference in total wind speed.

A region of small bias and random difference is observed arounsldhne iof
Madagascar in the southwest Indian Ocean. The pattern is strontestrean
differences field of the zonal pseudostress®&m15nts?) but it is also noted in the
meridional pseudostress and the total wind speed. The reasoningddfdatences in the
mean and standard deviation fields is probably due the scatter@aebility to resolve
smaller scale differences around an island similar to Madagasca

The new FSU Indian Ocean objective wind product is accurate giveratiogy
of data and the sampling pattern. The other variables that arenussgdulating flwes
will have similar patterns of bias and random difference bechaegeate determined via
the same objective method (Section 3). The comparisons confirm tlity qtitthe
objectively gridded product.



5. RESULTS

The objective analysis method (Sections3)ised to create monthly mean fields
of the surface input variables and surface turbulent fluxes for tye&2period. The
results of this study will focus on the surface fluxes.

a. Climatology

In an approach to isolate the annual cycle, monthly seiflax fields are
averaged e.g., (all January, all February, etc.) over the pdrizitly@ars. The resulting
product is a monthly climatology of wind stress, latent heat #od, sensible heat flux.
Variability of surface fluxes is predominantly influesd by the annual monsoon reversal
in the north Indian Ocean. Other areas with noticeable annual changesl stress are
the Red Sea, Gulf of Aden, Persian Gulf, and Gulf of Oman.

The Indian summer monsoon is the most dominant mode of variabilitg in th
Indian Ocean. Wind stress values are at a maximum in therwestabian Sea and the
southeast trade wind belt in the summer months (Fig. 4a). Thetlaajae of
approximately 0.30Nffioccurs off the coast of Somalia, in association with the Rierdla
Jet (Findlater 1971). In the Gulf of Aden during the Indian sumnogrseon, the wind
stress magnitude is more than 50% less than the wind strebe offidst of Somalia. The
wind stress magnitude in the Gulf of Aden is only 0.06Nma typical August. fie
difference in magnitudes between the Gulf of Aden and Arabian $ed/isbserved
during the Indian summer monsoon when the winds are southwesterly. Topographic
effects south of the Gulf of Aden may cause a reduction of wiretgpeis reducing the
wind stress in the Gulf of Aden.

The wind stress reverses direction to northeasterly during tha waiser
monsoon when a massive high pressure system builds over the Asicamsinent.
Maximum values of wind stress typically occur in the South ChingBga4b). The
magnitude of wind stress due to the Asian winter monsoon is nobag strcomparison
to the Indian summer monsoon. The largest magnitude in a typical Relsruar
approximately 0.17Nffinortheast of Vietnam.

About the same time frame #se Asian winter monsoon, another high pressure
builds off of Australia increasing wind stress values in the sosttieale wind region.
The resulting wind regime is deemed the Australian summer monseemadgnitude of

1C



the southeast trades is arounddfn? amidst the austral summer months (DJF). The
Australian summer monsoon also generates a strong southerly wirscadtigsg the west
coast of Australia with a maximum of 0.15Nm

An annual cycle of wind stress is also observed in the Red Seagiheilndian
summer monsoon (Fig. 4a), the wind stress in the Red Sea is nstgHweff the coast
of Egypt with a typical magnitude of 0.10NmWhen the Asian winter monsoon builds
in (Fig. 4b), the northwesterly wind stress (0.10Nroff Egypt converge with a weaker
southeasterly wind stress (0.06NKstemming from a small strait that separates the Red
Sea from the Gulf of Aden.

Another wind stress regime with a pronounced annual cycle occuredrethe
Persian Gulf and Gulf of Oman. During the Asiginter monsoon, the wind stresses in
both basins are northwesterly merging with the monsoonal flow in theenoi\rabian
Sea. When the Indian summer monsoon is active (Fig. 4a), the wesd sinverges
between the two basins near the Strait of Horrliind stress values are typically small
(0.05Nm?) in this region annually.

Latent heat fluxes in the boreal summer months are sustained $tycheg
(Indian) monsoon winds. The fundamental driving mechanisms of the monsdbe are
crossequatorial presure gradients resulting from differential heating of land and ocean,
modified by the rotation of the earth and the exchange of moisturedretive ocean,
atmosphere, and land (Webster 1987). The latent and sensible heatlfitirgshe
monsoon are cri@ to sustain such a pattern. Maximum values of generally 140%m
180Wm? are observed in the southeasterly trades, northeast of Madageestaf
Sumatra, and in the Arabian Sea (Fig. 5a). In previous stugliegi( 1991) it has been
discovered thiacoastal upwelling suppresses latent heat flux along the Somsiicioa
to strong alongeoast winds. The upwellinfavorable wind stress decreases evaporation
thus suppressing latent heat flux. In addition to the Somali codstdveecreased latent
heat flux east of Tanzania and along the coast of Sri Lanka. Inllvairgar (Fig. 5b),
maximum latent heat flux values are generally 150¥an170Wn¥ and they typically
occur in the South China Sea, west coast of Australia, Arale@ana®d in the nortRed
Sea. The large values of latent heat flux in boreal winteprs@uct of the wind stress

associated with the Asian winter monsoon and the Australian sumomsoon.
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Sensible heat flux in the boreal summer is maximum west df#liasand in the
southeast trades, off the east coast of South Africa, south ofddadar, and along the
west coast of Sumatra (Fig. 6a). In August, the maximum vaimee from 30Wr to
45Wmi°. The large values of sensible heat flux are attributed to &rgea tempetare
differences and strong winds associated with the Indian summer moBsosible heat
flux is generally 5Wnf to 15Wm? everywhere else in the basin with lower values
occurring in regions with coastal upwelling. During the boreal wifitgy. 6b), sesible
heat flux values are maximum in the South China Sea and off theeass$ of Australia.
In February, maximum values generally range from 403vear Australia to 50Wrhin
the South China Sea where largessa temperature differences exist. Elsenghn the
Indian Ocean aisea temperature differences are small resulting in weaksibée heat

flux values oft10Wm?,

b. EOF analysis

Empirical orthogonal functions (EOF) are used to find the major tanions to
the total variability within thetsdy period. Real EOF analysis is performed on the latent
and sensible heat flux fields. Complex vector EOF analysis is ogkgtbmpose the
wind stress fields. The analysis is conducted to the fieldsthfteseasonal cycle is
removed. The anomalies frothe annual cycle are the result of removing the-teinig
monthly temporal means (22 years) from each monthly field. The nuwhhesding
modes to account for was decided by a rule N test (North et al. T982¢riterion of the
rule N test is based atetermining error in eigenvalues to analyze independence of
individual modes. The contributions to the total variance from thietlirse modes are
discussed (Table 1).

1) MODE 1

The first eigenmode emphasizes the dominant pattern of the Indiaresumm
monsoon. The spatial pattern and associated time series fastiradde of wind stress
are shown in Fig. 7. Strong southeast trade winds around 150S seadthtwesterly flow
in the Arabian Sea and Bay of Bengal. The time series rdweahinual peasf the
dominant Indian summer monsoon in the boreal summer months. Spectyaisaoflhe

time series is complicated by aliasing of higher amplitude fredeetiwerefore it is not
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presented here. The largest amplitude occurs in the boreal suma@€3mfidicating an
anomalously strong Indian summer monsoon season.

The link between the southeast trades and Arabian Sea is alseedlisethe first
mode of latent heat flux (Fig. 8). The spatial pattern suggestatdm heat flux has its
strongest impct on the southeast trades, Arabian Sea, and Bay of Bengal (positive
values). The amplitude of the modulating time series shows aadeongth time. The
decrease in amplitude resolves an anomalous decrease in latdhbhasdociated with
the Indian ammer monsoon. It is interesting to note a sudden decrease in amlitude
the eigenmode one of latent heat flux occurring around 1997. With better &8mpor
resolution, this feature can be investigated further for possiblelaecaiability of the
monsoa.

The connection of the southeast trades with the Indian summer monsob@ass
robust with the first mode of sensible heat flux (Fig. 9). The mgsacted regions are
the southeast trades, the northwest coast of Australia, and sdd#dafascar ([sitive
values). Similar to the first mode of latent heat flux (B)g the time series indicates a
tendency towards anomalously negative sensible heat flux through the late 49900
early part of this century. The downward trend may be indicatide@dal fluctuations
in the intensity of the monsoon cycle.

2) MODE 2

The second eigenmode of wind stress depicts strong northern Indianvdedan
stress typical of the Asian winter monsoon (Fig. 10). Large nadmartheasterly wind
stress flow from théndian and Asian subcontinents and then flow across the
equatorward region. The spatial pattern of wind stress also elxgdh#se southeast
trades, a familiar and permanent feature of the Indian Oeggmt Unlike the first mode
of wind stress, the timgeries of wind stress for mode 2 indicate a semniual reversal
between the Indian summer and Asian winter monsoon. Large amplitedaissarved in
1994, 2001 and 2003 as result of anomalously strong Asian winter monsoons.

The second eigenmode of latéreat flux connects the southeast trade wind
region to the west equatorial Indian Ocean and Bay of Bengal (FigJdliRe the first
eigenmode of latent heat flux (Fig. 8), the western Indian CaedrBay of Bengal
(positive values) are not in phasehwihe southeast trades (negative values). The
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opposite sign is most likely a result of different wind stresscties. The wind stress is
northeasterly over the western Indian Ocean and Bay of Bengal and sterilgea the
trades region. The unfilterdone series show a serannual periodicity associated with
the monsoon reversal and the smoothed time series reveal dgmasal periodicity.
The quasbiennial variability is most likely associated with the Tropicedriial
Oscillation (TBO).

The ®utheast trades is out of phase with both the west tropical Indesn@nd
Bay of Bengal in the second eigenmode of sensible heat flux (FiglH&spatial pattern
exhibits positive values in the southeast trades and negative valbhesanedt tropida
Indian Ocean and Bay of Bengal. The gtl@ennial oscillation shown in the second
mode of latent heat flux (Fig. 11) is also observed in the smoothedénes of sensible
heat flux. A decadal pattern is also observed in the smootheddrms. $0sive
amplitudes in the 19800s evolve into negative amplitudes through the earyy T8B860
in the early part of this century the amplitudes increase tayeosalues similar to the
19800s. However, the decadal pattern is not robust due to the liméeguktiod of the
study (22 years).

3) MODE 3

The third eigenmode for the latent and sensible heat flux fiel@slrgariability
associated with the Indian Ocean Dipole (IOD) mode. The sypatitdrn of latent heat
flux (Fig.13) exhibits a dipokike structure with negative values in the east Indian Ocean
and positive values in the west Indian Ocean. It can be intergretedhe time series
that the great 1997 El Ni—o/IOD event resulted in positive latentflugaanomalies in
the western Indian Oceand negative latent heat flux anomalies in the eastern Indian
Ocean.

The dipolelike structure is also observed in the third eigenmode of sensible heat
flux (Fig. 14). The spatial pattern reveals positive values ofivkst coast of Sumatra in
the easkequatorial Indian Ocean and negative values in the west equatdraal Ocean.
The variability associated with the monsoon is also exhibited ithtttemode hence
making the dipole pattern less robust as compared with the latefiixed he time
saies show the IOD event of 1997 resulted in positive sensible hearfamalies in the
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west equatorial Indian Ocean and negative sensible heat flux anomaheseast
equatorial Indian Ocean.
c. Indian Ocean Dipole (I0OD) mode

An internal coupled oceastmosphere mode exists in the tropical Indian Ocean.
The mode of variability is termed the Indian Ocean Dipole (IODjlen The strength of
the 10D is largest in the boreal fall months with a typicakpeaDctober. Our EOF
analysis highlights the dipo@ontribution to the total variance as eigenmode three of
latent and sensible heat flux (Fig. 13,14). The time evolution ofd@nts and
indicators of the IOD associated with surface fluxes are amongj topic of discussion.
The defining characterist of the dipole at the oceatmosphere interface are a
controversial and still poorly understood topic. In this brief sestiempresent the surface
flux regimes present in the 1993 negative 10D event and the 1997 ptSilel Ni—o
event.

The positve dipole mode is characterized in part by warm sea surfagetature
(SST) anomalies in the western Indian Ocean and cold SST aasnmalhe eastern
Indian Ocean (Saji et al. 1999). The SST anomalies are accorhpgreasterly wind
stress anomalies ithe equatorial Indian Ocean and upweklfagorable alongshore wind
stress anomalies off Sumatra (Fig. 15a). The magnitude of tieksivess anomalies is
0.03Nni? greater than normal near the equator off Sumatra during the 1997 Eve
upwelling alomg the coast of Sumatra provides a mechanism for negatively anomalous
sensible and latent heat fluxes (Fig. 15b,c respectively) iratera and southeastern
Indian Ocean. The 1997 positive IOD was associated with droughts in Iralonesi
enhanced monsoonainfall over India and Australia, and increased East Afniaarfall
(Vinayachandran et al. 2001). We observe positive sensible and latefitkea
anomalies in the regions with enhanced rainfall. The largest lagat flux anomalies of
this phenomeon occur off the east coast of Africa and east Madagascaratgtiit heat
flux over 50Wn¥ greater than normal.

The pattern reverses during a negative dipole mode event such as th©m993 |
(Fig. 15, right panels). The negative phase is much weaketht@gositive phase and is
sometimes referred to as a normal phase. Westerly wind stmiesnalies in the northern
Indian Ocean are the dominant feature in the 1993 negative IOD eigerit3#). The
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magnitude of the wind stress anomalies is a factor desmthan a positive 10D event (
0.003Nn¥). In a negative 10D, the increased rainfall over East Afaied India is
suppressed with typical monsoon conditions prevailing. In our surface flyysasalve
observe anomalously larger amounts of sensibleihehe eastern Indian Ocean. In the
same region, positive anomalies of latent heat flux exist witba& magnitude of 40Wm
2 greater than normal off of Sumatra and in the northern IndiamOcea

In summary, the 1997 positive 10D event is characteiigeeasterly wind stress
anomalies along the equator and alshgre wind stress anomalies along the coast of
Sumatra. The wind stress anomalies contribute to positive seastblatent heat flux
anomalies in the western equatorial Indian Ocean. Duren@983 negative 10D, the
pattern is reversed with westerly wind anomalies in the eaktdran Ocean and
negative sensible and latent heat flux anomalies in the westeam I@dean. With better
understanding of the surface flux regimes prevailing iritd&n Ocean Dipole modes,

leadtime for prediction could be more efficient.
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6. CONCLUSIONS

The purpose of this study is twiold. The first goal is to create monthly fields of
surface turbulent fluxes with a spacing of 10x10 over the Indian@seg irsitu ship
and buoy observations. A new objective technique that employs a cost flbestahon
weighted constraints is used to create the monthly mean gridded Tie&lsecond goal
of the study is to analyze the monthly surface flux fields for spaticltemporal
variability (e.g., Indian summer monsoon, 10D, etc.).

The objective pseudasiss product is compared to monthly averages of
scatterometer pseudostress obtained from QuikSCAT. The comparisoparof
differences between the FSU and scatterometer wind products shoavfemlyegions
with notable biases. The differences of standindations between the two products
exhibit similar patterns. It is conclusive that the new FSU m@aean objective wind
product is remarkably accurate given the scarcity of data andriyaisg pattern.

Empirical orthogonal function (EOF) analysedlattuations with the annual
cycle reveal the dominant monsoon reversal and its link with the soutiresieswind
region. The first two eigenmodes are associated with the Ingimmer and Asian winter
monsoons. We find that the third eigenmode of lad@t sensible heat flux exhibit a
dipole-like structure similar to the Indian Ocean Dipole (IOD) mods fliscovered by
Saji et al. (1999) and Webster et al. (199%e characteristics of surface fluxes during
the 1997 positive IOD/EI Ni—-o0 event and @93 negative 10D event are examined
through SON composites of anomalies

The primary modes of variability in the Indian Ocean are relate¢he Indian
monsoon, Asian Monsoon, and the IOD. The variability in surface turbillees
associated with eadf these phenomena is examined. The spatial/temporal patterns are
largely consistent with previous studies (Saji et al. 1999; Webtstdr 1999; Webster
1987). The magnitude of fluxes associated with these events has netdieen
established in prior stlies, and is considered to be a major contribution of this wask. It
interesting to note a sudden decrease in the eigenmode one PC aridteansible heat
flux indicative of possible decadal variability. The observational ameein the Indian
Ocean is such that the data set could be extended further back in tomg & will
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allow the examination of decadal variability, and might identifyer@rents similar to
the latent and sensible heat flux anomalies associated with ederone.
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Table 1. @ntributions to the total variance, eigenmodé for latent heat flux, sensible
heat flux, and wind stress.

Mode 1

Mode 2 Mode 3
Latent Heat Flux 41.3% 7.1% 4.5%
Sensible Heat Flux 18.4% 9.0% 7.1%
Wind Stress 25.5% 12.7% 8.7%

19



29 5N 4000
= 13500
= -13000
= 2500
g
EQ§ 2000 %
o
. w
Indian 1500
Ocean
1000
500
29.5S ‘ . ! L
29.5E 120.5E

FIG. 1Map of the study region [29.5S to 29.5N and 29.5E to 120.5E] and majosbodie
of water. The thick black line notes the equator.
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FIG. 2 Time series of average number of ship observations pgyanti(a) and spatial

plot of fractional dference of ship observations between the 19900s and the 19800s for
the time period, 1982997. The zero contour (red) implies no change in the spatial
pattern.
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FIG. 3 Differences of FSU3 and scatterometer mean and sthadelaation of
pseudostresd~SU3 minus scatterometer). The differences are calculatednal
pseudostress (a) and (b), meridional pseudostress (c) and (d)tarspeed (e) and (f).
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FIG. 4 Climatology of the wind stress created from 22 years ofhthyoabjective
andysis results. (a) August and (b) February are shown as re@tgemhonths of peak
summer and winter monsoon periods respectively.

23



FIG. 5 Climatology of the latent heat flux obtained as in Figu(a)2August and (b)
February are representative nimnof the peak summer and winter monsoon periods
respectively.
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FIG. 6 Climatology of the sensible heat flux obtained as in Figui@ August and (b)
February are representative months of the peak summer and winteromq@easiods
respectively.
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FIG. 7 First EOF (25.5% of the variance) of wind stresstferihdian Ocean with spatial
pattern (a), time series of amplitude (b), and time sefiphase shift (c). The-axis
labels are centered on the month of June.
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FIG. 8 First EOF (41.3% of the vance) of latent heat flux for the Indian Ocean. The
spatial pattern (a) and time series (b) are scaled by the JneaJuly-AugustSeptember
(JJAS) principal component. The spatial pattern units aré\Wime unfiltered time
series is shown in black atige red line represents the time series after 10 successive
passes of a Hanning filter. The time labels are centered onathig of June.
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FIG. 9 First EOF (18.4% of the variance) of sensible haatféir the Indian Ocean. The
spatial pattern (a) andiie series (b) are scaled by the mean JJAS principal component.
The spatial pattern units are WniThe unfiltered time series is shown in black and the
red line represents the time series after 10 successives phsselanning filter. The time
labels arecentered on the month of June.
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FIG. 10 Second EOF (12.7% of the variance) of wind stress fondieen Ocean with
spatial pattern (a), time series of amplitude (b), and senes of phase shift (c). The x
axis labels are centered on the month of June
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FIG. 11 Second EOF (7.1% of the variance) of latent heat flukhéindian Ocean. The
spatial pattern (a) and time series (b) are scaled by the 3é& principal component.
The spatial pattern units are Wnirhe unfiltered time series is shownhilack and the
red line represents the time series after 10 successives phsselanning filter. The time
labels are centered on the month of June.
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FIG. 12 Second EOF (9.0% of the variance) of sensible heat flakddndian Ocean.
The spatial patta (a) and time series (b) are scaled by the mean JJAS plincipa
component. The spatial pattern units are ¥ihe unfiltered time series is shown in
black and the red line represents the time series after 1€ssuee passes of a Hanning
filter. The time labels are centered on the month of June.
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FIG. 13 Third EOF (4.5% of the variance) of latent heat fituxhe Indian Ocean. The
spatial pattern (a) and time series (b) are scaled by the SsHembeOctober
November (SON) principal component. Thatgl pattern units are W The unfiltered
time series is shown in black and the red line representstbeeries after 10
successive passes of a Hanning filter. The time labelsatered on the month of June.
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FIG. 14 Third EOF (7.1% of the vanee) of sensible heat flux for the Indian Ocean. The
spatial pattern (a) and time series (b) are scaled by the &@H principal component.
The spatial pattern units are WniThe unfiltered time series is shown in black and the
red line represents therte series after 10 successive passes of a Hanning filtetinTéne
labels are centered on the month of June.
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FIG. 15 Observed SON composite anomalies during the 1997 positive (Dckzam
Dipole (IOD) mode event () and the 1993 negative 10D eved}-(f). Composites
are shown for wind stress anomalies (a) and (d), sensiblelireanbmalies (b) and (e),
and latent heat flux anomalies (c) and (f).
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APPENDIX A
Data Quality Control B Auto-flag and Flux Editor

In this appendix we describe the dgtality control procedures that were
developed at the Center for Oceatmosphere Prediction Studies (COAPS). The two
procedures, autflag and flux editor, were created to further enhance the qualiheof
data being examined.

a. Autoflag

A quality cantrol procedure termed OaiitagO was developed as a second step in
quality assuring data sets containing ship observations. The automatesspsogpplied
to monthly mean gridded observations (see Section 2.2 Data quality Lorfteidea of
the auteflag process is to assign flags to values that differ too moch &djacent grid
points. The autdlag routine computes differences between neighboring grid boxes for
each scalar input variable: air temperature, sea surfaqpetature, specific humidity
scalar wind speed, and pseudostress components. On average regionsatgtingtural
variability contribute to larger differences. Local variagilg accounted for by
computing the standard deviation of a fiuear average (1992003) of six hourly
European Centre for MediuRange Weather Forecasting (ECMWF) reanalysis data for
the month being examined. Regional variability is taken into considetatitaking the
absolute value of each difference divided by the square root oftieastl deviation
These scaled differences (magnitudes) are sorted from lémgesallest. The pair of grid
points associated with each of the top 3% of the greatest difesreaceives flags. A
datum is removed based on the total number of flags received gtithaoint. When a
datum is eliminated it is set to a specified missing valugridpoint for air temperature,
sea surface temperature, or specific humidity is elimin&tédaontains five or more
flags for that variable. Wind speed (pseudostress) is eteuinf it receives four or more
flags at a grid point. If three or more of the scalar variadi@sgrid point are set to
missing the entire grid point is set to missing. Since theutistit of the autedlag routine
the processing time has been slagwedearly a factor of ten. The routine greatly reduces
the amount of time needed to visually inspect the data in the famal s
b. Flux editor
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The final step in quality assuring the data is accomplished usirsyal wool
developed at COAPS. Flux editdisplays monthly mean gridded observations for visual
inspection. An analyst edits the fields (scalar or vector)rtmve erroneous or nen
representative data that were not removed by the previous two cAeakisimon
example of nosrepresentative obsations comes from ships encountering atypical
severe weather in sparsely sampled regions (Bourassa 2005). Vatgtéeare removed
in this step, which is the most time intensive as it is naraated. When combined with
the other two quality control pcedures, the integral result is a much more appropriate
data set for our objective method. The quality control checks gredilge the amount
of smoothing that would otherwise be required.
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APPENDIX B
Objective Analysis Method

This appendix describeselobjective method used in this study in a more detailed
manner. We discuss how the background fields are derived, the valiaiethad and
minimization scheme, and the cross validation approach for determveigbts.

a. Background fields

The backgrond fields are constructed using overly smooth monthly fields of
observations. Only observations from the month being constructed ard lnsed.
smoothing function is an isotropic Gaussian spatial filter. Theisaafithe Gaussian
function is equal to thegst(r * 16500km) where r is the radius of the search area, which
is a minimum of in the open ocean. The spatial smoothing is dependent on the number
of observations. The number of observations required is dependent on latitade f
temperature and epific humidity. Within 1Q of the equator a minimum number of 100
observations is desired and a minimum of 30 observations is requirechifireum
number of observations required decreases away from the equator.ré@éia a
minimum number of 25 olesvations is desired. In regions of insufficient coverage (i.e.,
<25 wind observations), the area of the averaging is increasethentiinimum is met
or until the search radius becomes too large)(IThe data in the background field is
further constraed to reduce the occurrence of blending from different climatenesgi
A 0.5; land mask is applied as a Oline of sightO to restrict only olsesvatblocked
from land to be averaged. The background fields have been found to beffactiee
than usng a longterm climatology (Bourassa 2005). Large biases that would tyypicall
occur during extremely anomalous events are eliminated (e.g., Indean®@ipole).

b. Variational method

A variational method, which involves direct minimization of a ¢osttion
(Shanno and Phua 1980) consisting of 21 terms, is implemented for the Qudian
basin. The full cost function is
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where the! Os are weights, the i, j subscripts for geographisitigrohave been dropped
(the I Os andL. are the only terms that do not vary spatially), the unsubscripteabiesi
are the solution field, the OoO subscript indicates observatiddsdships, 0020 for
mooral buoys, and 0030 for drifting buoys are applied independently), the sGtm@ipt
indicates the background field, is a gridspacing dependent length scale that make the
weights approximately independent of grid spacing,!arsdan estimate of the local

variability (uncertainty squared). The local uncertainty in observaisoestimated from
the mean monthly variability based on-biaurly observations in the NCEP/NCAR
reanalysis (Kalnay et al. 1996):

/ 2
| 2 = Z_NCEP

n
where n is the number of ksitu observations (for the corresponding platform) per
month. The uncertainties for the Laplacian and curl termseaetl as a global average
and combined with the weights.

Three constraints have been fouadbe the most effective for constructing

physically sound fields (Legler et al. 1989; Meyers et al. 1994;i&iefral. 1998;

Pegion et al. 2000; Bourassa 2005). The three constraints aretaarosigervations, a

38



Laplacian smoothing term, and a misff the curl. Only the first two constraints are
applied to scalar variables. Each of the three constraintsligohed by an objectively
determined weight using a cross validation method.
c. Objectively determined weights

The objective calculation dhe weights is done by cross validation. Cross
validation is a process that removes observations from the input¢oghtinction and
determines tuning parameters (weights) by the insensitivity of theved observations
to the output field (Pegion at. 2000). The weights take into consideration both the
observational uncertainty and data coverage. Therefore, a diffenght veeassigned to
each of the observing platforms (e.g., ships and buoys). Also, thbtasare highly
dependent on the backagiad field.
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