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ABSTRACT

For decades, augmented reality has been used to allow a person to visualize an overlay of anno-

tations, videos, and images on physical objects using a camera. Due to the high computational

processing cost that is required to match an image from among an enormous number of images,

it has been daunting to use the concept of augmented reality on a smartphone without signi�cant

processing delays. Although the Global Positioning System (GPS) can be very useful for the out-

door localization of an object, GPS is not suitable for indoor localization. To address the problem

of indoor localization, We propose using mobile augmented reality in an indoor environment. Since

most smartphones have many useful sensors such as accelerometers, magnetometers and Wi-Fi

sensors, we can leverage these sensors to locate the phones location, the phones �eld of view, and

the phones angle of view. Using Mobile Augmented Reality (MAR) based on processing data from

several smartphone sensors, we can achieve indoor localization with reduced processing time. We

tested MAR in simulated environments, and deployed the system in the Love building (LOV) at

Florida State University. We used 200 images in the simulated environment, and compared the

matching processing time between multiple object recognition algorithms and reduced the matching

time from 2.8 seconds to only 0.17 second using a brisk algorithm.
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CHAPTER 1

INTRODUCTION

1.1 Overview

1.1.1 Augmented Reality

Imagine that your phone camera can see and discover new objects or images and recognize them

like a human beings. Simply, pointing the phone towards an object and a related information is

displayed in the phone screen as seen in Figure 1.1. Nowadays, augmented reality has been used

in a variety of �elds such as medicine, maintenance, education, military, etc. [3, 20, 30, 31]. In

medicine for example, a doctor can point the phone towards any parts of patients body and see

all the details related to that part in a form of video or simple text. Moreover, as there are very

complicated mechanical devices, engineers can easily forget some instructions of �xing a hardware;

yet, using AR, they can simply see a video instruction on each part when they point the smartphone

camera to the device. Even a piece of code can be trigged using object recognition.

There have been extensive e�orts in the augmented reality �eld that enables people to see

the digital world on top of the physical environment. Recently, Snapchat invented a glass called

spectacular that allows its users to record and share their moments with friends. There are already

applications which use the phones camera to visualize the physical environment. For example,

someone can point their camera to a fruit and see its nutritional value. We already have so much

useful information on the Internet, that if we utilize the camera e�ciently, we could create an

application that directs us to a page with other relating documents. Such as if you point your

camera to a newspaper where it has an image of the white house, you can see a video related to

that article.

A related information for a speci�c item is shown to the user when the camera of the phone

points to this item using the following methodology. Firstly, there has to be annotated database

where an image of each item of interest and a related information is saved. This is done by the

annotator or the person who is responsible to build up the database with the images. One of the

drawbacks of saving only one image of each object is the fact that the environment might change
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