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(57) ABSTRACT

Certain embodiments herein relate to using tagless access
buffers (TABs) to optimize energy efficiency in various
computing systems. Candidate memory references in an .1
data cache may be identified and stored in the TAB. Various
techniques may be implemented for identifying the candi-
date references and allocating the references into the TAB.
Groups of memory references may also be allocate to a
single TAB entry or may be allocated to an extra TAB entry
(such that two lines in the TAB may be used to store .1 data
cache lines), for example, when a strided access pattern
spans two consecutive [L1 data cache lines. Certain other
embodiments are related to data filter cache and multi-issue
tagless hit instruction cache (TH-IC) techniques.
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1
SYSTEMS AND METHODS FOR
IMPROVING PROCESSOR EFFICIENCY
THROUGH CACHING

CROSS-REFERENCE TO RELATED
APPLICATION

The present application is a non-provisional application
claiming priority to U.S. Provisional Application No.
61/728,231, entitled “Systems and Methods for Improving
Compiler Efficiency Through Caching,” filed on Nov. 19,
2012, which is hereby incorporated by reference in its
entirety as if fully set forth herein.

TECHNICAL FIELD

Embodiments of the disclosure relate generally to com-
puting, and more particularly, to computer processor effi-
ciency.

BACKGROUND

Energy efficiency has become a design constraint for
various processor devices from battery-powered, mobile
devices that execute digital signal processing applications,
audio/video codecs, etc., to exascale systems that run large-
data scientific computing applications. Existing techniques
for improving energy efficiency, such as multiscore scaling,
may be limited. Other techniques that may be crucial for
performance, for example, may also represent a significant
portion of a processor’s energy expenditure or may other-
wise increase energy expenditure. Existing processor
designers, therefore, have struggled to optimize both per-
formance and energy efficiency, among other things.

BRIEF DESCRIPTION OF THE FIGURES

Reference will now be made to the accompanying draw-
ings, which are not necessarily drawn to scale, and wherein:

FIG. 1 is a schematic block diagram of an illustrative
system architecture that includes a Tagless Access Buffer
(TAB), according to an embodiment of the disclosure.

FIG. 2 is a flow diagram of an example process for
generating machine instructions for use by a system archi-
tecture that includes a TAB, according to an embodiment of
the disclosure.

FIG. 3A illustrates a flow diagram of an example process
for allocating one strided reference to a TAB based on
certain conditions, according to an embodiment of the
disclosure.

FIG. 3B illustrates a flow diagram of an example process
for allocating an increased number of memory references
that may be accessed through the TAB in the presence of a
limited number of distinct TAB entries, according to an
embodiment of the disclosure.

FIGS. 4A-D illustrate schematic diagrams of example
instruction set architecture (ISA) formats, according to
embodiments of the disclosure.

FIGS. 5A-B illustrate schematic diagrams of alternative
instruction set architecture (ISA) formats, according to
embodiments of the disclosure.

FIG. 6 illustrates an example schematic diagram for
supporting misaligned single-instruction multiple-data
(SIMD) memory TAB accesses, according to an embodi-
ment of the disclosure.
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FIG. 7 depicts an example of an illustrative system
architecture 700 that includes a filter cache in accordance
with one or more embodiments of the disclosure.

FIG. 8 illustrates an example schematic diagram of line
and state information for a Multi-Issue Tagless Hit Instruc-
tion Cache (TH-IC) architecture, according to an embodi-
ment of the disclosure.

FIG. 9A illustrates an example data flow for fetching
using a TH-IC in which a guaranteed hit is fetched, accord-
ing to an embodiment of the disclosure.

FIG. 9B illustrates an example data flow for fetching
using a TH-IC in which a potential miss is fetched, accord-
ing to an embodiment of the disclosure.

FIG. 10 illustrates an example loop straddling a page
boundary, according to an embodiment of the disclosure.

FIG. 11 illustrates examples of various bits that may be
included in the metadata organization of a TH-IC, according
to an embodiment of the disclosure.

DETAILED DESCRIPTION

Certain implementations will now be described more fully
below with reference to the accompanying drawings, in
which various implementations and/or aspects are shown.
However, various aspects may be implemented in many
different forms and should not be construed as limited to the
implementations set forth herein; rather, these implementa-
tions are provided so that this disclosure will be thorough
and complete, and will fully convey the scope of the
disclosure to those skilled in the art. Like numbers refer to
like elements throughout.

Certain embodiments herein may be directed to various
techniques for improving processor energy efficiency. Such
techniques are described in various sections of the disclo-
sure. For example, Section I includes descriptions of sys-
tems and methods that use a Tagless Access Buffer (TAB);
Section II includes descriptions of systems and methods that
use a Data Filter Cache (DFC); and Section III includes
descriptions of systems and methods that use a Multi-Issue
Tagless Hit Instruction Cache (TH-IC).

1. Tagless Access Buffer (TAB)

FIG. 1 is a schematic block diagram of an illustrative
system 100, according to an embodiment of the disclosure.
The system 100 may include, but is not limited to, a clock
signal generator 102, a central processing unit (CPU) 104, a
data register file 106, and a memory unit 108. Although only
one of each of these components is shown, more may exist
in other embodiments.

In one embodiment, the CPU 104 may be communica-
tively coupled to the memory unit 108. In one aspect of the
embodiment, the memory unit 108 may be located in close
proximity to the CPU 104 to permit direct and rapid access
by the CPU 104 of data or other information stored in the
memory unit 108. The clock signal generator 102 may
generate a clock signal that may control a timing of execu-
tion instruction by the CPU 104. In one embodiment, the
CPU 104 may retrieve a program instruction and corre-
sponding data for each clock cycle of the clock signal
generated by the clock 102.

The memory unit 108 may include a level one (L.1) cache
112 and a set of buffers that may include a Tagless Access
Buffer (TAB) 110. Although only one L1 data cache 112 and
one TAB 112 is shown, more may exist in other embodi-
ments. Further, although only one set of buffers that may
include a TAB 110 is mentioned, multiple sets of buffers that
may include one or more respective TABs 110 may exist in
other embodiments. In one embodiment, the memory unit
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108 may include a hierarchal structure in which multiple
levels of cache (e.g., level 2 (L2), level 3 (L3), etc.) may
exist. The [L1 data cache 112 may store data that has been
recently generated or manipulated and/or data that may be
utilized as part of future operations. The .1 data cache 112
may be divided into cache lines, which may vary in number
and size. In one example, the L1 data cache 112 may include
512 lines that each have a size of 32-bytes, which may
amount to a total cache size of 16 kilobytes (KB).

In certain embodiments, data stored in the L1 data cache
112 may be managed in accordance with any suitable
algorithm including, but not limited to, a least-recently used
(LRU) algorithm in which the line used least recently is
removed from the L1 data cache 112. Further, various types
of L1 data cache 112 may be used, such as a fully associative
cache, a direct mapped cache, or any intermediary form of
cache, such as an N-way set associative cache (for example,
a two-way set associative cache), etc.

The TAB 110 may store at least a portion of data stored
in the [L1 data cache 112. In one configuration, the TAB 110
may include, but is not limited to, a TAB top pointer, line
buffers, and metadata. The line buffers may be configured to
store data that may be accessed via the memory addresses or
references. The TAB may also include one or more respec-
tive data units, which may include index bits that may be
accessed by at least in part using an offset value.

In one embodiment, the metadata may be stored in a
register in the TAB 110 along with various other informa-
tion. The metadata may include, but is not limited to, a
stride, type information bits, an extra line indication bit, and
a TAB valid indication bit. The stride may be used to
implement the processes described herein. For example, the
stride may include a constant value by which memory
addresses or references may be incremented to obtain suc-
ceeding memory addresses. The stride may also be used to
load values into the TAB 110 prior to such values being
retrieved from the memory unit 108. In this way, the stride
value may be used to identify whether the next line in the L1
data cache 112 is to be retrieved, or put another way, whether
a prefetch needs to be performed after a TAB load/store
operation.

The type information bits may control how data are
transmitted to and from the TAB. The extra line indication
bit may include a bit that indicates if a TAB entry is
associated with two line buffers instead of one line buffer. If
the extra line indication bit is set, then the least significant
bit of the L1 data cache 112 set index field within the data
address may be used to select which of the two line buffers
to access. If the TAB valid indication bit for a corresponding
TAB entry is clear, then the TAB access may be treated as
a conventional load/store instruction accessing the L1 data
cache 112.

The metadata associated with the line buffer may include
various indications, such as but not limited to, a fetched
indication bit, a line valid indication bit, a dirty bits indica-
tion, a line number indication field, the L1 data cache 112
way, the physical page number (PPN), and a write mask. The
fetched indication bit may indicate whether the cache line
has been transferred from the L1 data cache 112. The line
valid indication bit may indicate whether valid data still
resides in the TAB line buffer. Such an indication may be
useful since a L1 data cache 112 line may become invalid
due to an eviction, for example, because it may be the least
accessed.

The line number indication bit may be used to calculate
the next prefetch address. In one embodiment, the line
number used in conjunction with the [.1 data cache 112 way
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information may indicate the position of the TAB line
buffer’s contents inside of the L1 data cache 112 so that the
TAB may interpret regular load/store operations to the data
contents. The position information may also be used during
TAB writebacks to the L1 data cache 112, allowing the
operation to occur without checking the [.1 data cache 112
tags.

The PPN may be concatenated with the next sequential
line number when prefetching a line from the .1 data cache
112, in one embodiment. Data Translation Lookaside Buffer
(DTLB) access may only be needed when the TAB entry is
acquired (for example, for the initial 11D line prefetch)
and/or when prefetches cross a page boundary, according to
some embodiments. The write mask may make it possible to
transfer only the dirty bits of the line back to the L1 data
cache 112. The write mask bits may be set whenever one or
more of the corresponding bytes in the line buffer are set, in
one embodiment.

The one or more data registers 106 may be configured to
store data, such as but not limited to, data that may be
received from the L1 data cache 112 and/or the TAB 110, as
will be described in greater detail below.

In certain embodiments herein, the system 100 may be
embedded within or otherwise associated with a computing
device. As used herein, a “device” may refer to any com-
puting component that includes one or more processors
(e.g., the CPU 104) that can be configured to execute
computer-readable, computer-implemented, or computer-
executable instructions. Example devices can include per-
sonal computers, server computers, digital assistants, smart
phones, personal digital assistants, digital tablets, Internet
appliances, application-specific circuits, microcontrollers,
minicomputers, transceivers, customer premise equipment
such as set-top boxes, kiosks, or other processor-based
devices. The execution of suitable computer-implemented
instructions by one or more processors associated with
various devices may form special purpose computers or
other particular machines that may facilitate the processes
described herein.

The memory unit 108 may store program instructions that
are loadable and executable on the CPU 104, as well as data
generated during the execution of these programs. Depend-
ing on the configuration and type of computing device in
which the system 100 may be embedded, the memory unit
108 may be volatile, such as random access memory
(RAM), and/or non-volatile, such as read-only memory
(ROM), flash memory, etc.

The above embodiments and examples associated with
FIG. 1 are for purposes of illustration and are not meant to
be limiting. For example, various other configurations may
be implemented for the [.1 data cache 112 and/or the TAB
110.

FIG. 2 depicts a flow diagram of an example process 200
for generating machine instructions for use by a system
architecture that includes a Tagless Access Buffer, according
to an embodiment of the disclosure. The process flow
diagram may be implemented at least in part by the system
architecture 100 shown in FIG. 1, in one embodiment. The
example process may begin at block 202, where a compiler
may convert a programming language (e.g., a high-level
programming language) into an intermediate representation
(IR). An application program may be written in a high-level
programming language. Application program code (also
referred to as source code) may be translated into instruc-
tions that may be compiled for execution by a CPU (e.g., the
CPU 104 in FIG. 1) based on a corresponding instruction set.
During the translation process, there may be many refer-
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ences to data within memory locations that may be opti-
mized for improved efficiency. Example types of instruc-
tions may include conditional branches, loops that iterate
similar operations through many memory locations, etc.
These instructions may reference data located in particular
memory references and/or may write data into the memory
locations.

At block 204, the compiler may perform optimization for
memory references. Such optimizations may be based at
least in part on the IR, in one embodiment. In order for a
CPU to execute one or more instructions per clock cycle,
corresponding data may generally be retrieved from avail-
able data registers. If the data is located outside of the data
registers, there may be a latency associated with accessing
the data located farther away from the CPU. To optimize the
number of times that corresponding data for a proximate
instruction is stored in a data register, a compiler may
perform optimization procedures that may include detecting
access patterns associated with data that may be required to
execute future instructions. Therefore, if data stored in a
memory location is predicted for use in a proceeding instruc-
tion, the data may be transferred to, for example, the [.1 data
cache (e.g., the L1 data cache 112 in FIG. 1) and/or the TAB
(e.g., the TAB 110 in FIG. 1) in the memory unit 108.

If the desired data is available for transfer into a data
register 106 from the memory unit 108 for use in executing
a proceeding instruction during the next clock cycle, this
may be referred to as a hit. If the desired data is not available
in the memory unit 108 such that it may not be used for
executing a proceeding instruction during the next clock
cycle, this may be referred to as a miss. In cases of a miss,
instruction execution may be delayed until the data becomes
available in the appropriate cache or buffer (e.g., the [.1 data
cache or the TAB) in the memory unit 108. Examples of
types of optimizations that may be performed include loop-
unrolling, loop strength reduction, and register allocation,
among others.

At block 206, a compiler may determine candidate
memory references for storage in a memory buffer (e.g., the
TAB). In one embodiment, such a determination may be
based at least in part on an identification of access patterns
of memory references, which may be based at least in part
on an analysis of program code (e.g., the IR generated from
the source code, the source code, etc.). The compiler may
analyze instructions for program code to determine retrieval
patterns to facilitate determining whether a memory refer-
ence is a candidate for placement in the TAB, in certain
embodiments. Such determinations may be associated with
the execution of program instructions in a loop, or program
instructions that are executed repeatedly. Various access
patterns may be used to determine the candidate memory
references, such as those described in the following
examples.

An example access pattern may include instructions that
access successive memory references having a constant
stride. The constant stride may be associated with a loop in
certain embodiments herein. In one example, a loop asso-
ciated with a constant stride may include the instructions
r[2]=M[r[7]]; r[7]=r[7]+4. In these instructions, the data
value of the register r2 may be loaded with the data value
stored in register r7, which may be a memory address
associated with a memory location. The next instruction may
then proceed to calculate addresses of following memory
location by incrementing the present memory address by
increments of four (4). Accordingly, an access pattern that
includes a constant stride of four (4) may include candidate
memory references for placement in the TAB. Any succes-
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sive memory reference that may be determined based on
predetermined criteria may be a candidate for placement into
the TAB in other examples.

Another example access pattern may be based on a loop
invariant address. For example, if the same memory address
is referenced during multiple execution cycles of a loop, the
address may be invariant throughout the loop. Therefore, the
loop invariant address may be placed into the TAB. Yet
another example access pattern may be based on memory
references that are to be retrieved from the L1 data cache and
which may be executed exactly once per iteration. Yet
another example access pattern may be based on the size of
the stride with respect to the length of a line buffer in the
TAB and/or the .1 data cache. For example, if the size of the
stride is less than the length of the line buffer in the TAB,
then the memory reference may be determined to be located
in the TAB.

At block 208, memory references may be allocated in the
TAB for at least a portion of the determined candidate
memory references. In one embodiment, such allocation
may be based at least in part on the number of available line
buffers in the TAB. In this manner, memory references may
be redirected to the TAB. In certain embodiments, to deter-
mine which memory references should be allocated to the
TAB and which memory references to reference only in the
L1 data cache, the compiler may perform a calculation to
estimate the average number of [.1 data cache accesses that
may be avoided by allocating memory references in the
TAB. In so doing, the compiler may weight each memory
references based at least in part on a probabilistic prediction
of expected future usage of the memory reference, in one
embodiment. The memory references may be allocated in
the TAB in accordance with the assigned weights, in one
embodiment. For example, if an instruction is part of a loop
iteration that is executed multiple times, the total number of
iterations through the loop may be unknown at compile time.
According to this example, each memory reference may be
assigned a corresponding weight that may be indicative of
an estimated number of accesses of that memory reference.
The optimal memory references for placement in the TAB
may thereafter be selected based at least in part on the
assigned weights, in one embodiment.

An example determination of which TAB entries should
be maintained in instances in which the number of TAB
entries that may be potentially allocated exceeds the number
of physical TAB entries may be as follows. A compiler may
first detect all possible memory references within a loop that
may be allocated to the TAB. As mentioned, the possible
memory references may exceed the number of physical TAB
entries. The determination may include a calculation in
which the average number of [.1 data cache accesses that
may be avoided on each iteration rather than for the entire
loop may be estimated. If the TAB reference is in condi-
tionally executed code, then the compiler may divide the
number of references by two. If the TAB reference occurs
within an inner loop, then its value may be increased to
reflect that it will be accessed multiple times for each
iteration of the current loop. The compiler may then sum the
estimated number of references for all memory accesses
associated with each TAB entry and subtract the fraction of
times that the reference may cause an L1 data cache access
due to a prefetch or a writeback (which may be determined
by dividing the stride by the L1 data cache size). The
compiler may also divide the result by two if an extra TAB
line buffer requires allocation. Various other calculations or
techniques for determining which TAB entries to retain may
exist in other embodiments.
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Continuing with FIG. 2, the compiler may detect memory
references with a constant stride or a loop-invariant address
and allocate a distinct TAB entry for each such reference by
inserting a “get TAB” or gtab instruction in the pre-header
of a loop or otherwise before the loop, at block 210. When
the compiler detects a reference with a constant stride or an
invariant address within the loop, it may modify the refer-
ence to access the value associated with the reference from
the TAB instead of the L1 data cache. According to one
example, an application may consist of instructions in a loop
that sum elements of an array. A compiler may determine,
for example, that the memory reference (r[2]=M]r[7]];) is
accessed with a constant stride of four (e.g., r[7]=r[7]+4;),
and may replace the memory reference with a TAB access.
The “get TAB” instruction may prefetch the [.1 data cache
line referenced by the initial value of r[7] into the TAB 110.

At block 210, the compiler may also deallocate the TAB
entries for the loop by inserting a “release TABs” or rtabs
instruction in the post-header of the loop or otherwise after
the loop. In this way, the compiler may generate pre-header
and post-header blocks for the loop associated with a TAB
if they do not already exist. The compiler may also insert
additional instructions, for example, in the pre-header of the
loop, to determine the memory address of the first TAB
access before the “get TAB” instruction, in one embodiment.

Instructions for retrieving data stored at the allocated
memory references may also be generated at block 210.
During access to the TAB, the processor may determine
whether the next access to the TAB crosses a cache line
boundary. The initial address within the TAB may not need
to be aligned to the line boundary. After a number of
accesses corresponding to a constant stride (e.g., four
accesses), in one example, the next [.1 data cache line in
succession may be loaded into the TAB. The next TAB
reference may then access the next sequential line of data. If
the current accessed line of data is dirty, then the current line
may be written back before the new line is fetched. Such a
write back may also occur when a TAB entry containing a
dirty line is released by the “release TABs” instruction.

In one embodiment, load/store instructions to locations
allocated to the TAB may be annotated to reference a
specific TAB entry and to indicate whether an access to the
TAB should possibly prefetch the next line. In a different
embodiment, the address source register of the load/store
instructions to locations allocated to the TAB can be used to
indicate that the TAB should be referenced instead of the L1
data cache. The “get TAB” or gtab instruction may also be
annotated to facilitate minimizing false interferences, which
may occur when a variable shares the same cache line with
a different variable assigned to the TAB, or for various other
reasons. For example, the compiler may annotate the “get
TAB” instruction to indicate that the TAB entry will not
interfere with regular memory references. Such an annota-
tion may minimize the frequency of false interferences. In
determining whether to make the annotation, the compiler
may perform various actions, such as detecting when the
range of memory references allocated to a TAB may not be
accessed by regular loads/stores in the same loop. If the
compiler determines that the TAB accesses are distinct from
regular memory references, or both the TAB accesses and
the regular memory references are loads, then the “get TAB”
instruction may be annotated to indicate that the TAB entry
will not interfere with regular memory references.

The above descriptions associated with FIG. 2 are for
purposes of illustration and are not meant to be limiting.
Such processes may be modified in various ways in accor-
dance with certain embodiments of the disclosure. Further,
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one or more of the processes may be added, eliminated, or
performed in a different order in other embodiments.

FIG. 3A depicts a flow diagram of an example process for
allocating one strided reference to a TAB (e.g., the TAB 110
in FIG. 1) based on certain conditions, according to an
embodiment of the disclosure. A first condition or require-
ment may be verified at block 302, such as whether each
memory reference is within a loop and has a constant stride.
Also, whether each reference is in a basic block that is
executed exactly once per iteration (for example, due to the
prefetches initiated by TAB references) may be verified at
block 304. Further, at block 306, whether the stride is less
than the TAB line buffer size such that an increased number
of references may be accessed before another L1 data cache
112 line is prefetched may be verified. If each of the
conditions at blocks 302, 304, and 306 are met, then the
compiler may allocate a single strided reference to the TAB
at block 308.

FIG. 3B depicts a flow diagram of an example process for
allocating an increased number of memory references that
may be accessed through a TAB (e.g., the TAB 110 in FIG.
1) in the presence of a limited number of distinct TAB
entries, according to an embodiment of the disclosure. In
certain embodiments, such allocation may require allocating
a group of references to a single TAB entry. Several condi-
tions or requirements may be verified before allocating a
group of references to a single TAB entry. For example,
whether all memory references in the group of references are
in the same loop may be verified at block 352; whether each
reference has the same constant stride within that loop may
be verified at block 354; whether the reference causing the
prefetch is executed exactly once per loop iteration may be
verified at block 356; whether the absolute value of the stride
is no larger than the [.1 data cache may be verified at block
358; and whether the maximum distance between the
addresses of any two distinct references is less than the .1
data cache line size may be verified at block 360. If each of
these conditions is met, then processing may continue in one
embodiment.

If the group of references to a strided access pattern spans
two consecutive L1 data cache lines (e.g., the L1 data cache
112 lines in FIG. 1) from memory, at block 362, then the
compiler may allocate an extra TAB line buffer at block 364.
For example, upon recognizing such a condition, the com-
piler may allocate two TAB line buffers. The TAB may then
prefetch two lines from the L1 data cache upon executing the
associated “get TAB” instruction, at block 366. In some
embodiments, multiple memory references with distinct
addresses may be allocated to the TAB without using an
extra line buffer. A single TAB line buffer may be used, for
example, if the memory references are accessed in order
with respect to the direction of the stride, the distance
between each reference is the same, and the distance
between the last reference in one loop iteration and the first
reference in the next loop iteration is the same.

In some embodiments, memory references with loop-
invariant addresses may also be candidates for access via the
TAB, although they may not be accessed as frequently as
strided accesses. In one configuration, the loop-invariant
addresses may require no more than one prefetch from the
L1 data cache 112 memory before the loop and no more than
one writeback after the loop.

FIG. 4A illustrates a schematic diagram of an example
instruction set architecture (ISA) format based on a 32-bit
instruction set, such as the MIPS instruction set. Such an
ISA format may include an immediate field 402, which may
be modified to support TAB accesses, as shown in FIG. 4B.
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The bit fields used to control TAB accesses may replace the
most significant bits of the immediate field of the modified
instructions, which may limit the maximum positive and the
minimum negative immediate values that can be repre-
sented. As a result, the compiler may insert additional
instructions to avoid the use of relatively high positive or
relatively low negative address offsets. In one embodiment,
a TAB operation may be forwarded to the [.1 data cache as
a regular load/store instruction when the TAB is marked as
invalid.

The T bit 404 may identify whether the instruction is a
TAB operation or a regular load/store operation. Thus,
various techniques may be implemented for identifying a
TAB reference. One such technique may include annotating
load and store instructions. In one embodiment, each archi-
tectural register may include a T bit 404 for use in identi-
fying the load and store instructions associated with a TAB
entry. Load and store instructions, along with a specified
base address register (which is described below), may be
serviced by the TAB from the point of a “get TAB” instruc-
tion being executed until the allocated TAB entry is released
by a “release TABs” instruction. In one embodiment, the T
bit of the referenced instruction may be set and the value of
the TAB top may be used to determine which TAB index
field to access when a “get TAB” instruction is executed.
When a load or store instruction is decoded, the T bit
associated with that register may be checked. If the T bit is
set, then the TAB index may be used to access the TAB. If
the T bit is not set, then the instruction may be executed as
normal and serviced by the L1 data cache.

As an alternative to modifying the load and store instruc-
tions, the compiler may ensure that all references to a TAB
entry may use the same base address register to facilitate
identification of a TAB reference. The “get TAB” instruction
may specity which base address register is used to calculate
the initial memory address associated with a particular TAB
entry according to this technique. In one embodiment, the
base address register may be used in conjunction with
metadata that may be tracked for each register file entry to
identify a TAB reference.

The P bit 406 may indicate whether the TAB access may
trigger a prefetch operation. The TAB offset may be sub-
tracted from the TAB top pointer (which may hold the index
of'the next available TAB entry and may initially point to the
first TAB entry) to indicate which index is associated with a
particular TAB access.

FIG. 4C illustrates example instruction formats used to
acquire TAB entries, according to an embodiment of the
disclosure. For example, a “get TAB” instruction may be
implemented to allocate a TAB index and prefetch the first
L1 data cache line. The initial address may be calculated
similar to regular load/store operations by adding the con-
tents of the register (rs) 420 and the immediate offset. The
stride 410 may be encoded by two separate fields, which
may be the base of the stride (a signed integer) and the shift
size, in one embodiment.

The E bit 414 may indicate that an extra line buffer is to
be allocated when TAB data is being accessed by multiple
references with distinct addresses. The type information bits
416 may be used to avoid unnecessary data transfers
between memory hierarchy levels and to avoid false inter-
ferences with regular load/store operations, as described
above.

FIG. 4D illustrates example instruction formats used to
release TAB entries, according to an embodiment of the

10

20

30

40

45

50

55

65

10

disclosure. For example, the “release TABs” instructions
may indicate a number of TAB entries to be released 418,
among other information.

The TAB allocation and deallocation described above
may be further described as follows. In example embodi-
ments, the TAB_top_pointer may initially point to the first
TAB entry and TAB entries may generally be allocated and
deallocated in last-in first-out (LIFO) order. In one embodi-
ment, each “get TAB” operation may increment the TAB_
top_pointer by one, or two if the E bit (extra line bit) (e.g.,
the E bit 414 in FIG. 4C) is set, and may allocate the
corresponding line buffer(s). During load/store operations
from the TAB, the TAB offset (e.g., the TAB offset 408 in
FIG. 4B) may be subtracted from the TAB top, and the
resulting index_value may be used to access the correct line
buffer. If the number of allocated TAB entries exceeds the
total number available, then some entries may be overwrit-
ten.

In one embodiment, each TAB entry may be marked
invalid when deallocated. According to this technique, the
compiler may not keep track of TAB allocations between
function calls. If a TAB entry is overwritten (or marked
invalid due to a context switch or other reason), then the
TAB entry may be invalid when it is next referenced. As a
result, subsequent accesses to this TAB entry access the L1
data cache 112 instead.

Additional operations associated with prefetching as
described above may be as follows. In one example, a first
prefetch for a TAB may occur when a “get TAB” instruction
allocates a TAB entry. When the prefetch bit of a TAB
load/store instruction is set, a prefetch operation may be
initiated when there is a carry out from the sum of the stride
and the line offset of the memory address, which may
indicate that the next TAB reference will cross the line
boundary. If dirty, the current line may be written back to the
L1 data cache, and the next line may be prefetched at least
in part by adding or subtracting one (1) from the line
number. Whether the value of one (1) is added or subtracted
from the line number may depend on the sign of the stride,
in one embodiment. The PPN returned from the DTLB may
be set during the initial prefetch, in one embodiment. DTLB
accesses may not be required during prefetches, for
example, if the line to be fetched does not cross a page
boundary. If a TAB entry uses two line buffers (as may be
indicated by the extra line bit), the prefetch operation may
be initiated for the line not currently being accessed.

Certain systems and methods herein may also relate to
intercepting regular loads and stores. In one embodiment, an
intercept bit may be added to each L1 data cache line (e.g.,
the L1 data cache 112 line). The intercept bit may be set
when the line is loaded into the TAB (e.g., the TAB 110 in
FIG. 1). If the intercept bit is found to be set during the .1
data cache tag check of a regular load/store operation, then
the data may be read from the associated TAB line buffer on
the next cycle. The compiler may also detect when the
intercept bit need not be set to facilitate prevention of false
interferences. Such processes, as well as redirecting regular
load/store instructions referencing an .1 data cache line that
resides in the TAB, may maintain coherence between the
TAB and the [.1 data cache. Further, a T bit (e.g., similar to
the T bit 404 in FIG. 4B) may be added to each L1 data
cache. The T bit may be set when the L1 data cache line
resides in the TAB, in one embodiment. Invalidation
requests from various cores may access the TAB only when
a block is present in the .1 data cache and the T bit is set,
in one embodiment.
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Certain systems and methods herein may also relate to
determining which memory references to write first to a
TAB. In one embodiment, when a line containing part of an
array is associated with the TAB, the L1 data cache line may
not be read at least for the reason that the TAB references
may not interfere with regular loads or stores. In such
instances, the memory locations referenced through the TAB
accesses may be written first. Example embodiments
describing such determinations may be as follows.

When all bytes in the TAB line buffer are not overwritten,
the cache line may be prefetched into the I.1 data cache if not
already present. Upon release (e.g., via a “release TABs”
instruction), the line buffer’s write mask may be used to
merge TAB data with the remaining bytes in the line. When
all bytes of a line are written, loading an [.1 data cache line
from the next level of the memory hierarchy (e.g., level 2
(L2) cache) may not be performed if it is not already present.
Only a tag allocation may be required in the .1 data cache
in such instances, since the entire cache line may be over-
written by TAB stores. When a write-first contiguous line in
the TAB is only partially overwritten, then when released by
a “release TABs” instruction, the write-first contiguous line
may first be loaded into the L1 data cache from the next
memory hierarchy level so that its data may be merged in the
TAB writeback.

Various instruction set architecture (ISA) formats in addi-
tion to, or as an alternative, to the formats described in FIGS.
4A-D may also be used in other embodiments. Two such
formats are illustrated in FIGS. 5A and 5B. FIG. 5A illus-
trates an example ISA format associated with a “get TAB”
instruction format, while FIG. 5B illustrates an example ISA
format associated with a “release TAB” instruction format.

Certain embodiments herein also relate to identifying
instructions that may cause prefetches. In one embodiment,
the compiler may be modified such that only a single
instruction for an access sequence may cause a prefetch. The
instruction may then be identified by its address (e.g., the
value of the program counter (PC)). The full address may not
be required as there may be a limited number of instructions
that may be associated with a particular TAB entry, and these
instructions may be within a short address range of the “get
TAB” instruction.

As shown, a single opcode may be used for both ISA
formats (e.g., opcode 510 in FIG. 5A and opcode 550 in FIG.
5B). The G bit (e.g., the G bit 524 in FIG. 5A and the G bit
562 in FIG. 5B) may indicate whether an instruction is a “get
TAB” instruction or a “release TAB” instruction. In FIG. 5A,
the reg field 512 may be used to identify which register is
associated with a particular TAB entry. The stride 514 and
shift size 516 fields may be used to encode the stride
between sequential accesses to the TAB. The type field 518
may be used to encode other information about the access
pattern, e.g., that an extra line buffer is required. The L/S
field 520 may indicate if all or at least a portion of all loads
and/or stores, or the PC field 522 is used for identifying
memory accesses that may cause a prefetch.

The PC field 522 may hold the least significant bits of the
address of the instruction that may cause a prefetch. The PC
field’s 522 value may be stored within the TAB entry and
may be compared against the PC value for each load or store
instruction that references the TAB. If there is a match, then
a prefetch may be triggered when the next access is deter-
mined to cross a cache line boundary.

Turning now to FIG. 5B, the “release TABs” instruction
may release up to four (4) TAB entries. The #TABs field 560
may indicate how many TAB entries are to be released. Each
released TAB entry has its associated register listed in one of
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the reg fields (e.g., regl 552, reg2 554, reg3 556, and regd
558). This may simplify implementation of the TABs as the
reg fields may be used to clear the register T bits (e.g., the
T bit 404 in FIG. 4B).

The above configurations in FIGS. 5A and 5B are for
purposes of illustration and are not meant to be limiting.
Various other configurations that include additional or dif-
ferent fields, for example, may exist in other embodiments.

Certain embodiments herein may also relate to supporting
function calls. Certain embodiments may require that the
TAB be disabled at function calls since, in some instances,
the code executed in the function call may use an associated
TAB register as the base address register when performing
load or store operations. In addition, the return address stack
(RAS) may be extended with a bit indicating whether the
TAB is to be enabled on a return from a function. In one
embodiment, a “get TAB” instruction may reenable the TAB
and may continue the TAB’s operation. For each function
call, a new set of T bits and TAB index fields that are
associated with each data register may be used (for example,
in a similar fashion as register windows are used on some
architectures). Such information may be stored in the RAS.
If the RAS overflows, then the TAB information associated
with the function may be overwritten, in one embodiment.
Dirty TAB entries may be flushed, the remaining load and
store operations may be serviced directly from the L1 data
cache 112, in various embodiments.

FIG. 6 is an example schematic diagram 600 that illus-
trates supporting misaligned single-instruction multiple-data
(SIMD) memory TAB accesses, according to an embodi-
ment of the disclosure. As shown, the diagram 600 may
include one or more TABs 610, a L1 data cache 612, a
regular register file 614, and a SIMD register file 616. In
certain embodiments herein, a group of references to the
same TAB entry may be accessed before it is evicted. Such
a group of references may be simultaneously accessed. In
one embodiment, the compiler may allocate two TAB line
buffers when groups of references with distinct addresses
refer to the same TAB entry. According to this embodiment,
the entire group of references may be directly accessed from
these two TAB line buffers. In one aspect of the embodi-
ment, accesses to TAB line buffers may not require tag
comparisons or DTLB accesses.

II. Data Filter Cache

The data filter cache may have a hierarchical structure. In
one embodiment, the data filter cache may be placed in the
primary memory unit between the L1 data cache and a
register file, or the processor pipeline. When a request is
made, the data filter cache may be accessed, and upon a data
filter cache hit, the L1 data cache access may be avoided.
The relatively smaller size of the data filter cache may make
it more power efficient as the memory arrays for storing tags
and data are smaller (e.g., smaller than that associated with
the L1 data cache). On a data filter cache miss, an additional
cycle may be required to fetch the cache line from the L1
data cache into the data filter cache, while at the same time
providing the requested data (or instruction) to the CPU.

When combined with a write-back policy, a virtually
addressed data filter cache may complicate cache coherency.
To efficiently support cache coherency, the L1 data cache
may include the data filter cache contents, and the data filter
cache may store the [.1 data cache set index and way for
each of the data filter cache lines. When an L1 data cache
line is evicted, the set index and way may be checked against
those stored in the data filter cache, and if there is a match,
the corresponding line may also be evicted from the data
filter cache. The set index and way may also be used when






