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ABSTRACT  

The ontology approach has been accepted as a very promising approach to 

semantic integration today. However, because of the diversity of focuses and its various 

connections to other research domains, the core concepts, theoretical and technical 

approaches, and research areas of this domain still remain unclear. Such ambiguity 

makes it difficult to develop a complete framework to evaluate and improve various 

ontology tools and systems developed for the purpose of semantic integration, and may 

also limit future in-depth study and system development due to the lack of a 

comprehensive review of present work and unsolved problems. 

This research reviewed the past research on semantic integration from the 

ontology driven perspective, and formalized its related concepts and elements into a 

framework with four major dimensions. By utilizing such a framework, this research 

identifies various necessary tasks for each dimension, therefore clarifying the major 

components for the ontology driven semantic integration, and such an approach could 

be a cornerstone for building an ontology of ontology integration research in the near 

future.
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CHAPTER 1  

INTRODUCTION 

1.1 Background  

Today people have to spend a substantial amount of their time on finding out 

how data they collect from the different domains are related to one another. Only when 

they begin to locate the similarities and differences among pieces of data do they move 

into the essential part of their work: identifying unambiguous meaning across multiple 

domains and building relationships to create integrated and more meaningful 

information in the sematic level (Daconta, Obrst, and Smith, 2003).  However, as today 

the Internet is widely used as the main source of information, problems due to the 

semantic heterogeneity of various data distributed and encoded under the different 

domains becomes the main bottleneck for people to connect them to better understand 

their comprehensive semantics. The principal goal of research in semantic integration 

will be the reduction of human involvement in data interpretation and data 

understanding, and therefore achieves more accurate and efficient data integration. 

Generally, semantics focuses on the meaning of data and semantic integration is the 

process of understanding and solving the data heterogeneity problem to automate the 

communication and to improve the interoperability of computer systems.  

Basically semantic integration in this approach can be traced back to the 

knowledge representation (KR) that is a branch of artificial intelligence aimed at 

modeling what a domain is about by creating schemas that can access and reason 

about information with a set of interference rules. Research in the Þeld has developed a 

number of knowledge representation languages, each with its own set of features and 

tradeoffs. These languages differ in the way that knowledge is acquired, the extent of 

the descriptions they provide, and the type of inferences that they make (Heflin, 2001). 

For example in semantic networks (Quillian, 1967) each concept is represented by a 

node in a graph, and semantically related concepts are connected by arcs. Meaning in 
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such a representation is implied by the way a concept is connected to other concepts. 

Other approaches include the frame systems (Minsky, 1975), KRL (Bobrow and 

Winograd, 1977), KL-ONE (Brachman, Schmolze, 1985), etc.  The contribution of these 

approaches concentrates the structures for organizing, and the ways of representing 

and reasoning information. Research has also applied database notions to knowledge 

representation systems. This is because, in order to be useful in realistic applications a 

modern KR system must be able to handle large data sets and to provide expressive 

query languages that are the central concern of database research. On the other hand, 

the growing complexity of data on the web also requires integrated logic-based 

modeling languages and reasoning capabilities, which are the focuses of knowledge 

representation, to support design, management and access to such data stored in the 

modern databases.  

Following this path, recent research in semantic integration could be more 

clearly divided into two major domains: the traditional database approach and ontology-

driven approach. In the database community, the researchers generally consider 

semantic integration as the matching to determine which fields are equivalent between 

databases (Bernstein et al., 2004; Bouquet, Serafini and Zanobini, 2003; Dhamankar et 

al., 2004; Doan and Halevy, 2005; Giunchiglia, Shvaiko, and Yatskevich, 2005). Doan 

and Halevy (2005) reviewed database applications that require semantic integration and 

other researchers (Rahm and Bernstein 2001; Ouksel and Seth 1999; Batini, Lenzerini, 

& Navathe 1986) examined difficulties and progress underlying the integration process.  

On the other hand, researchers suggest the data heterogeneity could be 

overcome by the introduction of ontologies (Wache et al., 2001; Farooq, Arshad, and 

Shah, 2010) and related semantic web technologies (Berners-Lee et al., 2001, 2009; 

Feigenbaum, 2009; Fensel, Wahlster, Liberman and Hendler, 2002; Uschold and 

Gruninger, 2002; Daconta, Obrst and Smith, 2003). The recent introduction of Ontology 

(See Chapter 3.3), Resource Description Framework (RDF) (Lassila and Swick, 1999; 

Manola and Miller, 2004; Klyne and Carroll, 2004) and Web ontology language (OWL) 
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(Smith, Welty, and McGuinness, 2004) to add meaning to the existing data and define 

mappings between ontologies, further provide a workable mechanism of integrating and 

sharing the information from the different sources, especially in the distributed 

environment such as the Internet. Claimed as the next generation Web to encode 

information in a form that can be understood, interpreted and used by software agents, 

Semantic Web technologies have attracted significant attention aiming to provide a 

network of semantically integrated communities on the World Wide Web, thus permitting 

software agents to find, share and integrate information more easily.  Such an approach 

relies on two pillar stones: first, technically it is built on well developed XML technologies, 

RDF together with RDF Schema (RDFS) (Brickley and Guha, 2004) to provide standard 

means to formally describe and encode concepts, terms, and relationships within a 

given knowledge domain. On the other hand ontology is believed to be the right vehicle 

to hold all references necessary for agents to successfully communicate with each other 

(Uschold and Grueninger, 2002). Ontologies have already become increasingly 

common on the World-Wide Web where they provide semantics for annotations in Web 

pages (Noy et al., 2001, Po and Bergamaschi, 2010). However, using ontologies also 

raises heterogeneity problems to a higher level (Shvaiko and Euzenat, 2008). Various 

domain ontologies are developed in recent years and interoperation between these 

diverse ontologies suffers from heterogeneity as those ontologies may contain some 

lexically similar concepts belonging to different contexts and likewise some contextually 

similar concepts may have different roles or granularities in their respective ontologies. 

An option to make compatible the diversity and the generality is to establish mappings 

between ontologies by understanding syntax, structure and semantics used to construct 

ontologies, and to provide semantic integration in run-time. Such an attempt of 

integrating complex semantics has taken a critical place for helping heterogeneous 

resources to interoperate, and it therefore relies on precise and efficient identification, 

analysis and matching of all concepts and relationships used in different ontologies. 
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Various techniques and systems are developed to facilitate this process of finding and 

integrating semantic equivalent data (See Chapter 4).  

 

1.2 Research Questions and Objectives  

The Ontology approach has been accepted as a very promising approach to 

semantic interoperability, however, given the diversity of various approaches, it is 

difficult to identify the core problem areas and to comprehend solutions provided, 

systems and tools developed, and different methods and theories applied in the 

research. Although the popularity of using ontology for semantic integration substantially 

increased, there is still no comprehensive interpretation concerning what constitutes 

Òsemantic integrationÓ. In addition, terms, definitions and practices found in the literature 

are loosely structured and categorized, which makes it difficult to utilize the previous 

research or methods. More importantly, some important questions still remain unclear: 

For example, there is still a vague separation between syntactic, structural and semantic 

integration, therefore some tools claimed to work for semantic integration are actually 

only working for heterogeneity on the structural level. Furthermore, there are other 

questions: what are the major concerns or imminent tasks of semantic integration today? 

What are the core technologies and theoretical grounds to support the development of 

semantic integration? WhatÕs the difference between the semantic integration today, 

especially with the background of the fast-growing Internet and distributed computing, 

with the long-standing interest from database community?  

Answering these questions requires a comprehensive and in-depth review of a 

variety of different approaches to semantic integration. This research aims to serve this 

goal by exploring what underlies the heterogeneity of information representations, 

concepts, technique, and solutions available today. More importantly, by answering 

these questions, the research would try to fill the gap that there is no clearly defined 

framework of semantic integration. Generally, this research would answer the following 
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questions and attempt to construct a framework that several aspects of future work 

could benefit from: 

I. What are the major concepts and components of ontology-driven semantic 

integration? This is referred to as the question of framework construction in this 

research. 

By achieving an agreement on defining each type of integration, answering this 

question would remove the ambiguity of different terms, concepts, and tasks 

used today, and clarify their relationship. For example, some terms are 

synonyms or homonyms; Solving task A is the foundation for task B in the 

integration process. Fixing the terminology will be able formalizing semantic 

integration and its related concepts and elements into different dimensions of a 

framework, therefore allowing us to better clarify the boundaries of ontology-

driven semantic integration and the differences, overlaps, interactions and 

connections between these concepts or components. Then in the future, 

research could use such a classification to develop a more complex ontology of 

semantic integration or ontology of ontology integration. 

II. What are the major and imminent tasks that semantic integration faces today?  

This is referred as the question of framework operation in this research. 

As various integration efforts have been developed, will one of them be the 

prototype or most promising to be used in the future commercial area?  Or what 

needs to be done to move the semantic integration into the next level and is it 

possible to summarize the major characteristics for a system that can be 

commonly accepted for most of integration tasks? By answering this question, 

the research may clarify the future development path for the various 

perspectives of semantic integration, i.e. theoretical and technical foundations, 

system benchmark and evaluation etc. 
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1.3 Outline of Dissertation 

This dissertation is organized as follows. Chapter 2 and 3 identify different 

types of semantic heterogeneity and review previous research on this issue from both 

database and ontology approaches. More specifically, Chapter 2 provides a general 

picture of complexity of semantic integration while Chapter 3 explores such complexity 

by conducting in-depth comparison of approaches in two domains. Chapter 3 also 

analyzes the evolution of ontology and various methods used to develop ontologies. In 

contrast to the traditional data modeling of the database perspective that is only working 

on syntactic and structural levels, the basic ontology facilitated process of mapping 

between syntax and semantics, mapping between simple semantics and complex 

semantics, and mapping between complex and more complex semantics is also 

covered. 

Chapter 4 focuses on various ontology-driven semantic integration methods, 

systems and approaches. It first explores different interpretations of semantic 

integration, which are crucial for us to define major tasks of semantic integration. It then 

divides these analyses based on methods of employing an ontology to serve as the 

explicit description of the information source semantics to facilitate integration and 

further analyzes the two different types of relationships of ontologies to environments.  

Chapter 5 collects the important tools, systems, methods and theories out of 

broad literature resources, and categorizes them into four major dimensions, theoretical, 

conceptual, application and evaluation dimensions, to form the proposed framework of 

ontology-driven semantic integration to answer the first research question.  

After constructing the framework with four dimensions, Chapter 6 utilizes it to 

identify the major components and imminent tasks that semantic integration faces and 

to answer the second research question. 

The last chapter explores the further opportunities to expand this research. 
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CHAPTER 2  

ANALYSIS OF SEMANTIC HETEROGENEITY  

2.1 The Levels of Heterogeneity 

Despite many recent advances in ontology-driven research, there is a great 

deal of confusion across a number of issues. To clarify different meanings of ontological 

concepts in different scientific niches, the research first needs to identify major concepts 

and problems that are essential to a semantic integration. 

Semantics refers to the userÕs interpretation of the computer representation of 

the world Ð i.e., the way users relate computer representation to the real world 

(Meersman, 2001). A semantic heterogeneity, or semantic conflict, occurs when the 

same real world entity is modeled by various people or computer systems in different 

ways, even though the models represent the same phenomenon of the applicationÕs 

domain. Such different conceptualization of the same real world entities could be 

identified from many aspects. For example, naming heterogeneities (i.e. synonyms and 

homonyms) is the simplest case of semantic heterogeneity.  

The concept of integration in the ontology-related research literature includes a 

variety of terms such as integration, merges, use, mapping, extending, approximation, 

unified views and more. In general, different integration tasks that need to be solved in 

order to achieve complete integration of heterogeneous data can be categorized into 

three levels: 

I. Syntax (e. g. data format heterogeneity) 

II. Structure (e. g. homonyms, synonyms or different attributes in database tables) 

III. Semantics (e. g. intended meaning of terms in a special context or application). 

Compared to other types of heterogeneity, such as syntactic and structural, 

semantic heterogeneity is the most difficult to tackle. The syntactic heterogeneity does 

not induce conflicting but complementary views of the same domain, and therefore it 

does not obstruct the integration process. The structural heterogeneity can be overcome 
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by the permission of multiple inheritance in the integrated ontology. The semantic 

heterogeneity -- different semantics due to different conceptualizations of similar 

concepts -- is the most difficult to identify and tackle. For example, if concept C  is in 

ontology I and concept C  is in ontology II, the best situation expected about the 

relationship between C  and C could be either equivalence (same term and definition) 

or disjointness (different terms and definitions). However, most of the time it might be a 

variety of relationships, such as synonymy, homonymy, overlap, etc. Semantic 

integration focuses on identifying and solving such problems related to the intended 

meaning of the concepts. 

Semantic integration can be compared with other two integration levels. 

Structural integration addresses the aspect that while the semantics is agreed to be 

identical, the organization of the concepts is not and needs to be aligned and integrated. 

Because the structure conveys a semantic interpretation of the conceptualization (Goh, 

1996), the distinction between semantics and structure is not always clear. 

Methodologically, syntax integration comes after semantic and structural integration, as 

it covers the translation between the formalisms from source to target ontology. A major 

difference between the semantic versus the structural and syntactic approaches in 

ontology-driven integration practice is that the former relies heavily on the input to 

extract knowledge to make assumptions and thought processes explicit in order to 

determine the meaning of the related concepts between the ontologies, especially when 

the ontologies need to be merged and are covering a closely related, or the same, 

subject matter (Keet, 2004). 

The typical task of integration on a syntactic level is to specify the information 

source, which means, to solve the different data type problems (e.g., short integer vs. 

integer and/or long). The task of structural data integration, by re-formatting the data 

structures to a new homogeneous data structure, is intended to solve the problem of 

structural heterogeneity that different information systems store their data in different 

structures. With the Internet development in recent decades, more and more 

1

2

1 2
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sophisticated solutions to syntactic and structural problems have been developed. For 

example, on the syntactical level, standardization is an important topic. Many standards 

have evolved to be used to integrate different information sources. For example, XML in 

general has become an enormous success and is widely accepted as a standard 

means for serializing (semi) structured data. The key accomplishment of XML to 

information integration is that it provides a simple, standard metadata for encoding the 

meaning of data values that is widely used in information integration. An often-used 

definition of metadata is Òdata about dataÓ. It is a form of description to describe the 

purpose or meaning of raw data values via a text format to more easily enable 

exchange, interoperability, and application independence (Davis et al., 2003), and 

therefore increases the fidelity and granularity of data. On a higher level of structural 

integration, problems can be solved with the help of a middleware module, called 

Mediator (Wiederhold, 1992; Chawathe, Garcia-Molina et al., 1994; Papakonstantinou, 

Garcia-Molina, and Ullman, 1996), which is able to construct one specific information 

source out of numerous other information sources. The Mediator is able to map the 

information of the sources to the integrated view and provides flexible integration 

services of several information systems such as database management systems 

(DBMS), GIS and the World Wide Web. 

While many syntactic and structural problems of the integration process that 

are essential for achieving interoperability have been extensively explored, the notion of 

semantic integration has not been touched by researchers until very recently and still 

presents serious considerations. One of the reasons is because of the limitations of 

previous technologies. As people are aware that manual integration of information from 

multiple sources is both time-consuming and susceptible to error and oversight, the use 

of metadata, encoded in XML, gains popularity as an alternative to better describe 

semantics and therefore improve the semantic integration. But unfortunately, XML and 

metadata show a major limitation in practice that such description of data (metadata) is 

not precise enough to present complex semantics. In other words, metadata just 
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describes grammars: the author of an XML document has the freedom to define and 

use tags, attributes, and other language primitives in an arbitrary way, assigning them 

different semantics to describe the conceptual domain model he has in mind. Since 

there is no intended meaning associated with the tags or rules for such a description, it 

is up to each application to interpret the nesting and tags which may result in many 

possible ways of how to denote semantically equivalent things, and therefore it 

becomes difficult to reconstruct the semantic meaning from an XML document. For 

example, if I want to describe: 

Wenlong Gao is a lecturer of Interface Design. 

There are various ways of representing this sentence in XML. Three 

possibilities are 

I. <course name = ÒInterface DesignÓ> 

             <lecturer>Wenlong Gao</lecturer> 

      </course> 

II. <lecturer name = ÒWenlong GaoÓ> 

            <teaches>Interface Design</teaches> 

     </lecturer> 

III. <teachingOffering> 

           <lecturer>Wenlong Gao</lecturer> 

           <course>Interface Design</course> 

     </teachingOffering> 

The first two formalizations include essentially an opposite nesting although 

they represent the same information. The third expresses the same information in a 

more complicated way. So there is no standard way of assigning meaning to tag 

nesting. It is obvious that the words alone that are attached to metadata are not enough 

to provide standard and richer data description. More importantly, when two systems 

need to exchange information based on XML encoding, the only way is for both parties 

to know and understand the element names. If system A labels something a 
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<instructor>Wenlong Gao</instructor> and system B labels that field as 

<lecturer>Wenlong Gao</lecturer>, there is no way that both systems will know those 

two metadata tags mean the same thing.  

Besides this syntactic interoperability problem, this method of information 

representation based on hierarchical structure (Bray et al., 2000) generally has its own 

narrow and idiosyncratic set of rules for making inferences about their data in different 

systems, which limits the compatibility of information transferred from one system to 

another system. For example, a genealogy system might include the rule "a wife of an 

uncle is an aunt." Even if the data could be transferred from one system to another, the 

rules, existing in a completely different form, usually could not (Berners-Lee, 2001). 

Researchers identify these problems and indicate in fact there are two kinds of 

metadata: descriptive metadata and semantic metadata (Baeza-Yates & Ribeiro-Neto, 

1999). Descriptive metadata, as what XML is doing, describes fields which are external 

to the meaning of the document (e.g. author, date, genre, etc.). Semantic metadata 

characterizes the content of the document (Baeza-Yates and Berthier Ribeiro-Neto, 

1999). This second kind of metadata, when standardized, could be used in machine 

processing to extract the semantics of data. Therefore even though today most 

applications are aggressively involved in XML, they are not fully capable of 

standardizing the representation of the complex and semantic meanings of data 

(Gomez-Perez, Fernandez-Lopez and Corcho, 2004). 

Other research uses context presentation to explore describing information at 

the semantic level. A context contains metadata relating to its meaning, properties (such 

as its source, quality, and precision), and organization (Kashyap and Sheth, 1998). A 

value has to be considered in its context and may be transformed into another context 

(so-called context transformation). However, the main problem of such context 

dependencies with respect to semantic interoperability is the fact that most of the 

contextual knowledge that is necessary for understanding the information is hidden in 

documentation and specification of an information source: it remains implicit from the 
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view of the actual information. The only way to overcome this problem is the use of an 

explicit context model that can be used to re-interpret information in the context of a new 

information source and a new application. 

!

2.2 Different Semantic Levels 

Because problems on the semantic level occur due to the inherent context 

dependency of information that can only be understood in the context of its original 

source and purpose, solving such problems naturally requires in-depth understanding of 

the different semantic levels the representation of information may have.  Such 

understanding could help discover and reconcile heterogeneity problems of different 

representations in all of those levels to reach semantic integration. Figure 1 shows the 

evolution of data fidelity required for semantically aware applications. On the left side of 

the diagram it associates a simple physical metaphor to the state of each level; On the 

right it indicates the major technology used in that level. Instead of just metadata, it will 

have an information stack composed of semantic levels (Daconta, Obrst, and Smith, 

2003; Davis 2003; Pinto, Gomez-Perez, Martins, 1999). After XML was officially 

approved as a W3C recommendation (Bray et al., 2000), more web applications moved 

to XML architecture, and today they are currently built at Level 1 with XML schema, 

which is represented as modeling the properties of data classes. Powered by XML 

technology, an application is able to capture and process metadata about isolated data 

classes like purchase orders, products, employees, and customers in the Web. Level 1 

is analogous to describing singular concepts or objects.  
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Figure 1: Semantic Levels 

(Daconta, Obrst, Smith (2003) 

 

In level 2, it moves beyond data modeling (simple metadata properties) to 

knowledge modeling. The previous semantic level of information provides the input for 

information systems. The operations that an information system uses to manipulate the 

semantic information will be standardized into one or more rule languages. In general, a 

rule specifies an action if certain conditions are met. The general form is this: if (x) then 

y. This is where the Resource Description Framework (RDF) (Lassila and Swick, 1999), 

taxonomy and other knowledge representation technologies would help. Knowledge 

modeling enables us to model statements both about the relationship between level 1 

objects and about how those objects operate. This is diagrammed as connections 

between the objects in the figure.  

Beyond the knowledge statement of Level 2 are the superstructures or Òclosed-

world modelingÓ of level 3. The technology that implements these sophisticated system 

models is called Ontology, which could be considered as one or more standard, 

embeddable inference engines applying rules and logic to our semantic data. The 

system using an ontology then will be able to execute a set of rules on a specific 

instance of data to conduct automated reasoning. 
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Based on this model, metadata, which is also widely used in database 

applications, is a starting point for semantic representation and processing in level 1 

where XML provides the best universal syntax to do that. However, XML needs to work 

with more advanced technologies like RDF and ontologies to be able to represent the 

various complex meanings of data and then achieve the goal of semantic integration.  
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CHAPTER 3  

THE RELATIONSHIP OF DATABASE AND  ONTOLOGY 

DRIVEN SEMANTIC INTEGRATIONS 

As Semantics focuses on the meaning of data, semantic integration is the 

process of using meaning of data to automate the communication between computer 

systems. It has been a long-standing challenge for the information community and has 

received increasing attention over the past two decades. Researchers and practitioners 

in the fields of databases and information science have produced a large body of 

research to facilitate interoperability between different systems. This chapter reviews the 

literature and categorizes it into two groups: the research that comes from the traditional 

database community that focuses on the schema matching/integration and data 

matching, and the other research that highlights the use of ontologies.  

 

3.1 Rule -based and Learning Based Schema Matching 

The typical applications that require semantic integration in the database area 

usually use structured representations (e.g., relational schemas and XML DTDs) to 

encode the data, and employ more than one representation. So the aim of integration is 

to resolve heterogeneities among the different schemas and data. Since the early 

1980s, much research was conducted in this area. The schema integration approach 

(Batini, Lenzerini, & Navathe 1986; Elmagarmid & Pu 1990; Seth & Larson 1990; Parent 

& Spaccapietra 1998; Pottinger & Bernstein 2003) suggests merging a set of given 

schemas into a single global schema by establishing semantic correspondences 

(matches) between the component schemas, and then using the matches to merge 

schema elements (Pottinger & Bernstein 2003; atini, Lenzerini, & Navathe 1986). The 

approach is effective for computing the difference  (Batini, Lenzerini, & Navathe 1986; 

Bernstein 2003) of multiple sets of data, and for building a database system that 
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comprises several distinct databases, and in designing the schema of a database from 

the local schemas supplied by several user groups (Doan and Halevy, 2005).  

Many techniques have been developed to find semantic matches. The 

techniques fall into two groups: rule-based and learning based solutions. Rule-based 

solutions usually employ hand-crafted rules to match schemas (Milo & Zohar 1998; 

Palopoli, Sacca, & Ursino 1998; Castano & Antonellis 1999; Mitra and Wiederhold 2002; 

Madhavan, Bernstein, & Rahm 2001). Different rules have been used in application. For 

example, the TranScm system (Milo & Zohar 1998) employs rules such as two elements 

match if they have the same name (allowing synonyms) and the same number of 

subelements". The DIKE system (Palopoli, Sacca, & Ursino 1998; Palopoli et al., 1999; 

Palopoli, Terracina, & Ursino 2000) computes the similarity between two schema 

elements based on the similarity of the characteristics of the elements and the similarity 

of related elements. The ARTEMIS and the related MOMIS (Castano & Antonellis 1999; 

Bergamaschi et al., 2001) system compute the similarity of schema elements as a 

weighted sum of the similarities of name, data type, and substructure. The CUPID 

system (Madhavan, Bernstein, & Rahm 2001) employs rules that categorize elements 

based on names, data types, and domains. Rules therefore tend to be domain 

independent, but can be tailored to fit a certain domain. In general, hand-crafted rules 

exploit schema information such as element names, data types, structures, number of 

subelements, and integrity constraints to find matching in an inexpensive way. 

Furthermore, they typically operate only on schemas (not on data instances), and hence 

are fairly fast (Noy & Musen 2000).  

On the other hand learning-based solutions (Li, Clifton, & Liu 2000; Clifton, 

Housman, & Rosenthal 1997; Berlin & Motro 2001; 2002; Doan, Domingos, & Halevy 

2001; Dhamankar et al., 2004; Embley, Jackman, & Xu 2001; Neumann et al., 2002) 

have considered a variety of learning techniques and exploited both schema and data 

information. For example, the SemInt system (Li, Clifton, & Liu 2000) uses a neural 

network learning approach. It matches schema elements based on attribute 
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specifications (e.g, data types, scale, the existence of constraints) and statistics of data 

content (e.g., maximum, minimum, average, and variance). The LSD system (Doan, 

Domingos, & Halevy 2001) employs Naive Bayes over data instances, and develops a 

novel learning solution to exploit the hierarchical nature of XML data. The iMAP system 

(Dhamankar et al., 2004) (and also the ILA and HICAL systems developed in the AI 

community (Perkowitz & Etzioni 1995; Ryutaro, Hideaki, & Shinichi 2001) matches the 

schemas of two sources by analyzing the description of objects that are found in both 

sources. The Autoplex and Automatch systems (Berlin & Motro 2001; 2002) use a Naive 

Bayes learning approach that exploits data instances to match elements. 

The two methods are extensively used for a variety of areas and an effective 

matching should employ appropriate solutions in terms of the information the solution 

can effectively exploit. For example, rule-based solutions have tighter control on the 

matching: in the domain of academic course listing, the user can write the following rule: 

use regular expressions to recognize elements about times, then match the first time 

element with start-time and the second element with end-time. Learning techniques 

would have difficulties being applied to these scenarios. They either cannot learn the 

above rules, or can do so only with abundant training data or with the right 

representations for training examples. The main drawback of rule-based techniques is 

that they cannot exploit data instances effectively, even though the instances can 

encode a wealth of information (e.g., value format, distribution, frequently occurring 

words in the attribute values, and so on) that would greatly aid the matching process. In 

many cases effective matching rules are simply too difficult to hand craft. For example, it 

is not clear how to hand craft rules that distinguish between Òmovie descriptionÓ and 

Òuser comments on the movies," both being long textual paragraphs. In contrast, 

learning methods such as Naive Bayes can easily construct probabilistic rules that 

distinguish the two with high accuracy, based on the frequency of words in the 

paragraphs. 
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3.2 Other approaches of semantic integration in database research 

Besides schema matching, research arising from the data warehouse and data 

mining studies since the early 1990s focuses on another important aspect of integration 

in database application: how to translate or transform data coming from multiple sources 

to data conforming to a single target schema to enable further data analysis (Miller, 

Haas, & Hernandez 2000; Rahm & Bernstein 2001). Such problem of data matching 

(e.g., deciding if two different relational tuples from two sources refer to the same real-

world entity) is becoming increasingly crucial. Popular examples of data matching 

include matching citations of research papers, authors, and institutions. Just as in 

schema matching, a variety of techniques for data matching have been developed, 

including both rule-based and learning-based approaches. Early solutions employ 

manually specified rules (Hernandez & Stolfo 1995), while many subsequent ones learn 

matching rules from training data (Tejada, Knoblock, & Minton 2002; Bilenko & Mooney 

2003; Sarawagi & Bhamidipaty 2002). Several solutions focus on efficient techniques to 

match strings (Monge & Elkan 1996; Gravano et al., 2003). Others also address 

techniques to scale up to very large number of tuples (McCallum, Nigam, & Ungar 2000; 

Cohen & Richman 2002). Several recent methods have also heavily used information 

retrieval (Cohen 1998; Ananthakrishna, Chaudhuri, & Ganti 2002) and information-

theoretic (Andritsos, Miller, & Tsaparas 2004) techniques. 

Applications such as data integration systems (Garcia-Molina et al., 1997; Levy, 

Rajaraman, & Ordille 1996; Ives et al., 1999; Lambrecht, Kambhampati, & 

Gnanaprakasam 1999; Friedman & Weld 1997; Knoblock et al., 1998) usually through a 

uniform query interface called a mediated schema, give users access to the multiple 

data sources, without the need to manually design different queries for each individual 

source. It uses a set of semantic matches between the mediated schema and the local 

schema of the data sources to translate the query into several queries understandable 

by each source schema, and then returns the combined results to the user (Kushmerick, 

Weld, & Doorenbos 1997, Doan and Halevy, 2005). Recently, some efforts were 
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developed to exploit external information to aid tuple matching. The external information 

can come from past matching efforts and domain data. In addition, many works have 

considered the settings where there are many tuples to be matched, and examined how 

information can be moved across different matching pairs, to improve matching 

accuracy (Parag & Domingos 2004; Bhattacharya & Getoor 2004). 

In recent years, model management is catching the attention of semantic 

integration research in the database community. Since the models of data, e.g., data 

representations, website structures, and ER diagrams, is where most semantics are 

stored in databases, creating better tools to match, merge and manage those models is 

actually working on the semantics of models.  Research in model management algebras 

(Bernstein 2003; Rahm & Bernstein 2001) provides the core operation in such tasks. 

 

3.3 The Evolution of Ontology 

Some challenging problems in semantic integration, especially at the semantic 

level, are not completely elaborated or solved by the research reviewed above. In 

schema matching, schema elements are typically matched based on their semantics. 

Most semantics of involved elements, including element names, types, data values, 

schema structures, and integrity constraints, can only be inferred from their metadata. 

However extracting semantics information from the metadata is often very subjective, 

thus unreliable and incomplete. For example, two elements that share the same name 

(e.g., area) can refer to different real-world entities (the location and square-feet area of 

the house). The reverse problem also often holds: two elements with different names 

(e.g., area and location) can refer to the same real-world entity (the location of the 

house).  Similarly, the word ÒcontactÓ may represent two different simple entities, either 

a personÕs name or this personÕs telephone number, or it can represent a relatively 

complex relationship among several concepts: a person contacts another person. 

Different people executing the matching process may have different decisions. Hence, 

the user must often be involved in the matching process (Clifton, Housman, & Rosenthal 
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1997). Furthermore data creators may have long moved, retired, or forgotten such 

metadata, and the case would be worse for data integration over remote Web sources, 

as such information may be even not accessible at all, which makes the process 

extremely cumbersome. 

Ontology research, on the other hand, is trying to provide sufficient information 

to determine the exact nature of the relationship among data elements and to reduce 

the subjective factors in the above process. 

 

3.3.1 Definition of Ontology 

The foundation of ontology is its ability to connect and organize disjointed 

information by creating a shared and common understanding of a domain that can be 

communicated between people and application systems. A domain is basically what 

ontology is concerned with and it could be a broad concept like Information Science or a 

relatively narrow and materialized concept like a department of a company. Such 

flexibility ensures its potentially wide application to both large web services dealing with 

more than one area on the web and a small domain aimed at solving a profound issue 

within a specific subject. 

Indeed the word ÒontologyÓ was taken from philosophy, where it means a 

systematic explanation of being. In general, each person has his/her own individual view 

of the world and the things he/she has to deal with every day. However, there is a 

common basis of understanding in terms of the language used to communicate with 

each other. Terms from natural language can therefore be assumed to be a shared 

vocabulary relying on a (mostly) common understanding of certain concepts with only 

little variety. This common understanding relies on the idea of how the world is 

organized, called a ÒconceptualizationÓ of the world. Such conceptualization provides a 

terminology that can be used for communication and integration purposes. 

However, the example of natural language shows that a conceptualization is 

never universally valid, but rather for a limited number of persons committing to that 
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conceptualization because existing languages differ from each other. Things get even 

more complicated with terminologies developed for special focus areas. In these cases 

the same term often refers to different phenomena. The use of the term ÒontologyÓ in 

philosophy and its use in information science may serve as an example. The 

consequence is a separation into different groups that share a terminology and its 

conceptualization. These groups are also called information communities or ontology 

groups (Fensel et al., 1997). It is obvious to see the main problem with the use of these 

shared terminologies according to a specific conceptualization of the world is that much 

information remains implicit, which leads to either the misunderstanding of the hidden 

information or the oversight of the implied semantics. 

Because such problems are very common when dealing with information 

coming from different resources, since the last decade the word ÒontologyÓ is becoming 

more and more relevant for the information management community, and many 

definitions about what an ontology is have changed and evolved. Today the commonly 

used or highly cited ontology definition is from Gruber (1993): ÒAn ontology is an formal, 

explicit specification of a shared conceptualization,Ó where ÒConceptualizationÓ could be 

considered as the way to understand a domain which refers to an abstract model of 

some phenomenon in the world by having identified the relevant concepts of that 

phenomenon. ÒExplicitÓ means that the types of concepts used and the constraints on 

their use are clearly defined. ÒFormalÓ refers to the fact that ontology should be machine 

understandable. ÒSharedÓ reflects the idea that ontology should capture consensual 

knowledge accepted by the communities. 

Such definition and explanation refers to several important points. First of all, 

explicitness requires that an ontology must be able to define the basic terms and 

relations comprising the vocabulary of a topic area as well as the rules for combining 

terms and relations to define extensions to the vocabulary (Neches et al., 1991). 

Moreover, explicitness implies that an ontology includes not only the explicitly defined 

terms but also the knowledge (rules, relations) that can be inferred from them. Therefore 
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building an ontology is also the process of integrating information at the same time. 

Secondly, it is obvious a shared conceptualization is the key to information sharing and 

integration, which reflects the notion that an ontology must capture consensual 

knowledge that is not private to some individuals, but accepted by a group (Studer 

1998). Along this path, Guarino and Giaretta (1995) refined it by defining an ontology as 

ÒA logical theory which gives an explicit, partial account of a conceptualization.Ó They 

went a step further with formalizing the notion of conceptualization, describing how to 

build the ontology and make a logic theory.  

This path of evolution of ontology definition also highlights its adaptability, the 

potential advantage being to deal with information integration in a dynamic environment 

like the Internet. Bernaras et al. (1996) argued an ontology provides the means for 

explicitly describing the conceptualization behind the knowledge represented in a 

knowledge base. In this approach, the ontology is built, following a bottom-up strategy, 

on the basis of an application knowledge base by means of an abstraction process. As 

more applications are built, the ontology becomes more general. It is working like a 

reservoir from which information systems extract the knowledge, use it, then add the 

new content back after the information processing. In this process of extracting and 

filling, ontology can achieve the goal of integrating the old meaning with the new 

knowledge that accounts for the intended meaning of vocabularies used in the services.  

 

3.3.2 The Relationship Between Taxonomy, Controlled Voc abulary and Ontology 

The development of Ontology is not a single case. In practice several concepts 

may be confusing in meaning of Ontology and it is worth clarifying their relationship and 

difference. Among them are controlled vocabulary, taxonomy and thesaurus. Their 

relationship and difference can be explored from two perspectives. 

First, a controlled vocabulary  is a strict list of terms that describe some kind 

of subject matter and have been enumerated explicitly. This list controlled by and is 

available from a controlled vocabulary registration authority.  All terms in a controlled 
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vocabulary should have an unambiguous, non-redundant definition. To register a term 

into a controlled vocabulary, at least two basic rules should apply. First!  if the same 

term is commonly used to mean different concepts in different contexts, then its name is 

explicitly qualified to resolve this ambiguity. Second, if multiple terms are used to mean 

the same thing, one of the terms is identified as the preferred term in the controlled 

vocabulary and the other terms are listed as synonyms or aliases (Orchard 2005). 

 A taxonomy  is a collection of controlled vocabulary terms organized into a 

hierarchical structure. In another word, it categorizes concepts based on their 

relationship, therefore each term in a taxonomy is in one or more parent-child 

relationships to other terms in the taxonomy. There may be different types of parent-

child relationships in taxonomy (e.g., whole-part, genus-species, type-instance), but 

good practice limits all parent-child relationships to a single parent to be of the same 

type. Some taxonomies allow poly-hierarchy, which means that a term can have 

multiple parents. This means that if a term appears in multiple places in a taxonomy, 

then it is the same term. Specifically, if a term has children in one place in a taxonomy, 

then it has the same children in every other place where it appears.  

In fact, from a strict point of view, a controlled vocabulary is fundamentally 

identical to a taxonomy. They both provide a roadmap to working effectively with a body 

of knowledge. The difference is a thesaurus is a special kind of controlled vocabulary, 

one that allows you to define synonyms, antonyms, and other relationships.  

A thesaurus  is a networked collection of controlled vocabulary terms. This 

means that a thesaurus uses associative relationships in addition to parent-child 

relationships. The expressiveness of the associative relationships in a thesaurus vary 

and can be as simple as Òrelated to termÓ as in term A is related to term B.  

The most important difference between ontology and other controlled 

vocabularies, such as a taxonomy or a thesaurus, is a formal ontology is actually a 

controlled vocabulary expressed in an ontology representation language (in our 

research, OWL, which will be further discussed in 3.3.3).  In another word,  a taxonomy 
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and a thesaurus relate terms in a controlled vocabulary via parent-child and associative 

relationships, but do not contain explicit syntax rules to constrain how to use those 

terms to model something meaningful. Such a language has its own syntax and special 

way for using vocabulary terms to express something meaningful within a specified 

domain of interest.  The syntax and expression include formal constraints on how terms 

in the ontologyÕs controlled vocabulary can be used together.  

Secondly, their difference can also be identified from the semantic level. A 

controlled vocabulary is based on a set of commonly accepted and understood terms 

which have no meaning specified, or for terms people are not familiar to easy to be 

confused, it has very detailed definitions for each of them. A taxonomy has additional 

meaning specified via its hierarchical structure with the parent-child relationship, which 

easily incorporate this generalization/specialization meaning in it. A thesaurus also has 

the parent-child relationship, in addition it also has non-hierarchical structure which may 

not have any explicitly meaning at all but simply define two terms are related.  

Ontology  is a stronger version on the sematic level of all the above things. The 

difference between ontology and others is not if any of them has a semantics (because 

all of them do have meaning) (Qin and Paling, 2001). Instead, it is how rich and complex 

logics that can be built into the languages they are using makes them different.  

Ontology includes a rich and formal logic-based language for specifying complex 

meaning and relationships of the terms. A taxonomy or thesaurus has a simpler 

language that defines less complex logics and semantic of the links between terms. 

However the languages used in constructing a taxonomy  or a thesaurus do not have 

formal or strict syntax, therefore they can only represent less rich semantics or 

meanings than an ontology. If considered from a different angle, research can enhance 

the semantics of a taxonomy or thesaurus by adding a variety of very carefully defined 

meanings for the hierarchical links they use, therefore they bear a stronger resemblance 

to an ontology.  
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3.3.3 Methodologies for Ontology Development 

Methodologies that guide the building process of ontologies have been 

proposed by several research groups. Due to the fact that ontology engineering was a 

relatively immature discipline when these methodologies were developed, each 

research group employed its own methodology. UsholdÕs skeletal methodology was the 

first methodological outline proposed in 1995 on the basis of experience gathered in 

developing Enterprise Ontology (Ushold and King, 1995). They provided a guideline 

with four basic steps, identification of purpose, building, evaluation and documentation, 

for developing ontologies and argue that there exist different ways to build (the second 

step) a complete ontology. For example, an ontology could also be built by integrating 

existing ones. But if the ontology has to be constructed from the scratch, the skeletal 

methodology proposes that first people will capture key concepts and relationships in 

the domain of interest by creating unambiguous text definitions of concepts and 

identifying terms to refer to them. The important concepts will then be used to obtain the 

remainder of the hierarchy by generalization and specialization and the knowledge 

acquired will be represented in a formal coding language to build the ontology. Lopez 

(1999) argues that the disadvantage of this methodology is that it does not precisely 

describe the techniques for performing the different activities. For example, it remains 

unclear how the key concepts and relationships should be acquired; only a very vague 

guideline, involving the use of brainstorming techniques, is given, and there are no 

guidelines about the maintenance of evolving ontologies. 

A method to build an ontology in the domain of electrical networks was 

presented by Bernaras et al. (1996) as part of the Esprit KACTUS project. One of the 

objectives of this project was to investigate the feasibility of information re-use in 

complex technical systems and the role of ontologies to support it. The methodology 

recommends an application driven development of ontologies. Every time an application 

is assembled, the ontology that represents the knowledge required for the application is 

built. They suggested there are three steps that have to be taken every time an 
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ontology-based application is assembled: specification of the application, preliminary 

design, and ontology refinement and structuring. Specification of the application can 

provide an application context and a view of the components that the application tries to 

model. Based on relevant top-level ontological categories, the step of preliminary design 

will create a first draft where the list of terms and application specific tasks developed 

are used as input for obtaining several views of the global model in accordance with the 

top-level ontological categories determined. It will also search for existing ontologies 

which may be refined and extended for use in the new application. Then in the last step 

the model will be refined and structured in order to arrive at a definitive design. 

Compared with the skeletal methodology, they are similar in that both methods offer 

very little detail. Also, documentation, evaluation and maintenance processes are 

missing (Lopez, 1999).  

Gomez-Perez (1996) suggested the METHONTOLOGY framework for a 

complete process of ontology development. METHONTOLOGY (Fern‡ndez-L—pez, 

G—mez-PŽrez and Juristo, 1997) was developed within the Ontological Engineering 

group at Universidad PolitŽcnica de Madrid. It is one of the more comprehensive 

ontology engineering methodologies for building ontologies either from scratch, reusing 

other ontologies as they are, or by a process of re-engineering them. This methodology 

enables the construction of ontologies at the knowledge level i.e., the conceptual level, 

as opposed to the implementation level.  It can be perceived from two perspectives. 

First, from the framework aspect, it includes: (1) the identification of the ontology 

development process, which refers to which tasks (planning, control, specification, 

knowledge acquisition, conceptualization, integration, implementation, evaluation, 

documentation, configuration, management) one should carry out when building 

ontologies; (2) the identification of stages through which an ontology passes during its 

lifetime; (3) the methodology specifying steps for performing each activity, supporting 

techniques and evaluation steps; and (4) setting up an ontology requirements 

specification document to capture requirements for an ontology similar to a software 



 

 

 

27 

specification. Therefore this methodology offers detailed support in development-

oriented activities except formalization and maintenance, and describes project 

management activities. 

On the other hand, the work flow of METHONTOLOGY guides how to carry out 

the whole ontology development through the specification, the conceptualization, the 

formalization, the implementation and the maintenance of the ontology by defining 

several activities: 1) The specification activity summarizes why the ontology is being 

built, what its intended uses are, the degree of formality required, and who the end-

users are; 2) knowledge acquisition occurs largely in parallel with the first stage. It is 

non-prescriptive as any type of knowledge source and any elicitation method can be 

used, although the roles of expert interviews and analyses of texts are specifically 

discussed; 3) The conceptualization activity in METHONTOLOGY organizes and 

converts an informally perceived view of a domain into a semi -formal specification 

using a set of intermediate representations (IRs) based on tabular and graph notations 

that can be understood by domain experts and ontology developers. The result of the 

conceptualization activity is the ontology conceptual model; 3) The formalization activity 

transforms the conceptual model into a formal or semi-computable model; 4) The 

implementation activity builds computable models in an ontology language (Ontolingua, 

RDF Schema, OWL, etc.). Tools implement automatically conceptual models in varied 

ontology languages. For example, WebODE imports and exports ontologies from and to 

the following languages: XML, RDF(S), OIL, DAML+OIL, OWL, etc.; 5) The 

maintenance activity updates and corrects the ontology if needed. 

ODE and WebODE (Arp’rez, Corcho, Fern‡ndez-L—pez, G—mez-PŽrez, 2003) 

were built to give technological support to METHONTOLOGY. Other ontology tools and 

tool suites can also be used to build ontologies following this methodology, for example: 

ProtŽgŽ-2000 (Noy, Fergerson, Musen, 2000), OntoEdit (Sure et al., 2002), KAON 

(Maedche, 2003), etc. WebODE is an ontological engineering workbench developed by 

the Ontological Engineering group at Universidad PolitŽcnica de Madrid (UPM). The 
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current version is 2.0. WebODE is the offspring of the ontology design environment 

ODE, a standalone ontology tool based on tables and graphs, which allowed users to 

customize the knowledge model used for conceptualizing their ontologies. Both ODE 

and WebODE give support to the ontology building methodology METHONTOLOGY. 

OntoClean is a methodology for analyzing ontologies based on formal, domain-

independent properties of classes (the metaproperties) (Guarino and Welty, 2002). It 

was the first attempt to formalize notions of ontological analysis for information systems. 

The idea was to justify the kinds of decisions that experienced ontology builders make, 

and explain the common mistakes of the inexperienced.  

The name OntoClean appear first in the literature in 2002 (Guario and Welty, 

20002) after the underlying ideas were discussed in a series of papers (Guario and 

Welty, 2000). According to Thompson-ISI, work on OntoClean was the most cited of 

academic papers on Ontology. OntoClean was important as it was the first formal 

methodology for ontology engineering, applying scientific principles to a field whose 

practice was mostly art. 

The basis of OntoClean are the domain-independent properties of classes: 

identity, unity, rigidity, and dependence. Identity is fundamental to ontology, and 

especially to information systems ontologies as it is well known in database conceptual 

modeling. It is an accepted best practice to specify a primary key for rows in a table. If 

two rows have identical primary keys, they are considered the same row. More 

importantly in OntoClean, identity criteria are associated with some classes of entities, 

called sortals. A sortal is a class all of whose instances are identified in the same way. 

In information systems, these criteria are often extrinsic, like a social security number or 

universally unique id, which is not interesting from an ontological point of view. Identity 

criteria should be informative, they should help us and others understand what a class 

means. Identity criteria and sortals are intuitively meant to account for the linguistic habit 

of associating identity with certain classes. Being a sortal is the first OntoClean 

metaproperty, indicated with the +I superscript (-I for non-sortals) on a class in the 
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original notation. +I (but not -I) is inherited down the class hierarchy, if a class is a sortal 

then all its subclasses are as well. 

Unity means that there are certain properties that only hold of individuals that 

are wholes. In formal ontology, wholes are often distinguished from mere sums, which 

are individuals whose boundaries are, in a sense, arbitrary. For example, consider the 

class clay. An instance of this class might be some amount of the material (this is only 

one possible meaning, of course), such that any (in fact, every) arbitrary subsection of 

the amount would be a different instance of the same class. By contrast, instances of 

the class Person are, typically, not decomposable in this fashion.  

In our definition, wholes are individuals all of whose parts are related to each 

other, and only to each other, by some distinguished relation. This relation can be 

viewed as a generalized connection relation. Unity is the metaproperty, indicated by U, 

of classes all of whose individuals are wholes under the same relation. Like identity, 

OntoClean does not require that the relation itself be specified, often it is enough to 

know that the relation exists. Intuitively, a class has unity if all its instances are the same 

type of whole, and is typically true of classes of natural objects. Non-unity, indicated by -

U, is the meta-property of classes whose instances are not all wholes, or not all wholes 

by the same relation. A further and more useful refinement of non-unity is anti-unity, 

indicated by ~U, the meta-property of classes all of whose instances are not wholes, 

such as classes of mere sums. U and ~U (but not -U) are inherited down the class 

hierarchy. 

Rigidity is about the identity of indiscernibles, an ontological principle which 

states that two or more objects or entities are identical if they have all their properties in 

common. That is, entities x and y are identical if any predicate possessed by x is also 

possessed by y and vice versa.  The principle is also known as Leibniz's law. However 

the consideration of time may causes problems between most ontologies (especially 

semantic web ontologies) and Leibnitz's law. For example, I might have a beard on one 

day and shave it off the next, yet I am the same entity at both times. How is it possible 
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for me to be the same if I have changed?  There are many logical approaches to this 

classic dilemma. The most common is to consider some properties to be essential; an 

essential property is a property of an entity that cannot change, and these are the 

properties for which Leibnitz's law holds. Other properties of an entity that can change 

are non-essential and cannot be involved in identity. Some properties are essential to all 

their instances. Think of the property of being a person, usually represented by the class 

Person. For every entity that has this property, the property is essential. So at least one 

of the properties that has not changed about me when I shave my beard is that I am a 

person. These properties, that are essential to all their instances, are rigid properties. 

Rigid properties are designated by R, and properties that are not rigid -R. An important 

specialization of non-rigid properties are anti-rigid properties (~R), which are properties 

that must be changeable. Think of being a student - all students must possibly not be 

students. ~R (but not -R or R) is inherited down the class hierarchy.  

Dependence is a varied notion. In the core OntoClean papers, Guarino & Welty 

used a kind of dependence that captures a meta-property of certain relational roles. A 

property is dependent if each instance of it implies the existence of another entity. The 

property Student, for example, is dependent, since to be a student there must be a 

teacher; for every instance of student there is at least one instance of teacher. Being 

dependent is indicated with +D, being independent with -D. +D (but not -D) is inherited 

down the class hierarchy. 

By applying these methods in practice, ontology engineers would generate and 

answer detailed competency questions (CQ) (Ushold and Grueninger, 1996), which 

represent an overview of possible queries to the system and indicate the scope and 

content of the domain ontology, to facilitate the process ontology development. Such 

competency questions could be generated and maintained by a popular ontology 

engineering tool such as OntoEdit and extended with the plug-in OntoKick that supports 

the creation of a semi-formal ontology description (as depicted in Figure 2). Each CQ 

defines explicit requirements for certain part of the ontology. Based on the assumption 
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that each CQ contains valuable information about the ontology domain, it is possible to 

extract relevant concepts, relations and instances from CQs (Sure, Erdmann and Studer, 

2003). 

 

 

Figure 2: Using OntoKick to Capture Competency Questions  

(Sure, Erdmann and Studer, 2003) 

!

In general there are two concurrent approaches while modeling: top-down and 

bottom-up. The competency question method usually follows a top-down approach in 

modeling the domain. One starts by modeling concepts on a very generic level. 

Subsequently they are refined. This approach is typically done manually and leads to a 

high-quality engineered ontology. Available top-level ontologies may be reused here 

and serve as a starting point to develop new ontologies. In practice this seems to be 

more a middle-out approach, that is, to identify the most important concepts which will 

then be used to obtain the remainder of the hierarchy by generalization and 

specialization. 
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On the other hand, a typical bottom-up approach may be applied. Based on the 

assumption that most concepts and conceptual structures of the domain as well the 

company terminology are able to be identified by extracting semantics from the existing 

data or documents, using them to model ontologies seems to be practical. Besides that, 

there also exists another bottom-up-driven approach by merging ontologies. A number 

of proposals and tools have been made to facilitate ontological engineering through 

automatic discovery from domain data, domain-specific natural language texts in 

particular (Madche et al., 2002). Among the tools, OntoExtract is the one able to provide 

support for semi-automatic extraction of relevant concepts and relations between them. 

OntoExtract builds on a core natural language analysis engine. The engine 

supports analysis of natural language texts and generates lightweight, domain specific 

ontologies of these texts while utilizing already existing knowledge from a central data 

repository. The toolset can be used in two basic scenarios. In one scenario, the user 

has no starting point for ontology building and is actively pursuing one. OntoExtract can 

now analyze a few documents that are seen as ÒcoreÓ with respect to the domain that is 

to be modeled. The user provides the location(s) of the domain after which the software 

analyses it. After the analysis phase an initial ontology is uploaded to a server 

component called Sesame server. OntoEdit can be used from that point in order to 

visualize, alter and extend this initial ontology according to its needs. When analyzing 

documents, OntoExtract keeps track of which concepts are already available in Sesame, 

and will output concepts closely related to those already stored and confirmed. The user 

can request these concepts to be visualized as a ÒproposalÓ for ontology extension 

within OntoEdit. Secondly, there is the scenario in which the ontology builder has 

sufficient overview of the domain that is to be modeled. In this case, the starting point 

will be a user-defined initial ontology, which is input using OntoEdit and stored in 

Sesame. OntoExtract can now retrieve this ontology from the Sesame repository and 

take this into consideration as Ôbackground knowledgeÕ when analyzing more 

documents. In this scenario, OntoExtract will only propose concepts that are 



 

 

 

33 

semantically ÒcloseÓ to the already existing ontology, either being closely related to 

existing concepts, or being sub-/super-classes, extension definitions of classes and so 

on. 

Both approaches have advantages and drawbacks. The competency questions 

lead to a more detailed description of the problem area at hand. This supports the fine 

tuning of the ontology. On the other hand, this gathering of several views is likely to be 

never complete and might not focus on the documents available. Semi-automatic text 

extraction is usually not able to produce high-level quality but delivers instead a more 

complete list of relevant concepts. So, the top-down approach meets the representation 

of the information demand better than the bottom-up approach with automatic analysis 

of documents, which itself supports a better representation of the information supply. A 

promising method should combines both approaches and  this research proposes that 

ontology engineers should include various knowledge sources depending on their 

availability and their reliability (see above) and each time use the more applicable 

method to extract relevant knowledge from the sources. 

 

3.3.4 Upper Ontolog y and WordNet  

Various ontologies have been developed by following the different approaches 

described above. Researchers have been arguing if an upper ontology is necessary 

since the inception of ontology development. In information science, an upper ontology 

(top-level ontology, or foundation ontology) is an ontology which describes very general 

concepts that are the same across all knowledge domains. The most important function 

of an upper ontology is to support very broad semantic interoperability between a large 

numbers of ontologies accessible under this upper ontology.  

Upper ontologies are also commercially valuable, creating competition to define 

them. No one upper ontology has yet gained widespread acceptance as a de facto 

standard. Different organizations are attempting to define standards for specific domains. 

An important factor leading to the absence of wide adoption of any existing upper 
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ontology is the complexity. An upper ontology typically has from 2,000 to 10,000 

elements (classes, relations), with complex interactions among them. The single domain 

ontologies for a local application tend to just create the simplest possible domain-

specific ontology, not related to any upper ontology to avoid the complex definition of 

classes or relations. Such domain ontologies may function adequately for the local 

purpose, but are very time-consuming to relate accurately to other domain ontologies. 

A well-known ontology available today is Cyc, a proprietary system under 

development since 1986, consisting of a foundation ontology and several domain-

specific ontologies. A subset of that ontology has been released for free under the name 

OpenCyc -- an open ontology and knowledge base of everyday common sense 

knowledge that was released in July 2009 for its latest version 2.0, and a more or less 

unabridged version is made available for non-commercial use under the name 

ResearchCyc.  An related example is UMBEL which is an ontology of 28,000 reference 

concepts that maps to a simplified subset of the OpenCyc ontology, that is intended to 

provide a way of linking the precise OpenCyc ontology with less formal ontologies. It 

also has formal mappings to Wikipedia, DBpedia and GeoNames (see chapter 4.3.3).  

A more popular product is WordNet. WordNet is a lexical database for the 

English language (Miller et al., 1990). It groups English words into sets of synonyms 

called synsets, provides short, general definitions, and records the various semantic 

relations between these synonym sets. The purpose is twofold: to produce a 

combination of dictionary and thesaurus that is more intuitively usable, and to support 

automatic text analysis and artificial intelligence applications. WordNet was created and 

is being maintained at the Cognitive Science Laboratory of Princeton University under 

the direction of psychology professor George A. Miller. Development began in 1985. Its 

latest version is 3.0. As of 2011, the database contains 155,287 words organized in 

117,659 synsets for a total of 206,941 word-sense pairs 

(http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html#toc2). Every synset 

contains a group of synonymous words or collocations (a collocation is a sequence of 
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words that go together to form a specific meaning, such as "car pool"); different senses 

of a word are in different synsets. The meaning of the synsets is further clarified with 

short defining glosses (Definitions and/or example sentences).  Most synsets are 

connected to other synsets via a number of semantic relations such as hypernyms, 

hyponyms, entailment, etc. While semantic relations apply to all members of a synset 

because they share a meaning but are all mutually synonyms, words can also be 

connected to other words through lexical relations, including antonyms (opposites of 

each other) which are derivationally related, as well. 

Both nouns and verbs are organized into hierarchies, defined by hypernym or 

IS A relationships. Each set of synonyms (synset), has a unique index and shares its 

properties, such as a gloss (or dictionary) definition. At the top level, these hierarchies 

are organized into base types, 25 primitive groups for nouns, and 15 for verbs. These 

groups form lexicographic files at a maintenance level. These primitive groups are 

connected to an abstract root node that has, for some time, been assumed by various 

applications that use WordNet. In the case of adjectives, the organization is different. 

Two opposite 'head' senses work as binary poles, while 'satellite' synonyms connect to 

each of the heads via synonymy relations. Thus, the hierarchies, and the concept 

involved with lexicographic files, do not apply here the same way they do for nouns and 

verbs. The network of nouns is far deeper than that of the other parts of speech. Verbs 

have a far bushier structure, and adjectives are organized into many distinct clusters. 

Adverbs are defined in terms of the adjectives they are derived from, and thus inherit 

their structure from that of the adjectives. 

The hypernym/hyponym relationships among the noun synsets can be 

interpreted as specialization relations between conceptual categories. In other words, 

WordNet can be interpreted and used as a lexical ontology. However, such an ontology 

should normally be corrected before being used since it contains hundreds of basic 

semantic inconsistencies such as (i) the existence of common specializations for 

exclusive categories and (ii) redundancies in the specialization hierarchy. Furthermore, 
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transforming WordNet into a lexical ontology usable for knowledge representation 

should normally also involve (i) distinguishing the specialization relations into subtypeOf 

and instanceOf relations, and (ii) associating intuitive unique identifiers to each category. 

Although such corrections and transformations have been performed and documented, 

most projects claiming to re-use WordNet for knowledge-based applications simply re-

use it directly by mapping WordNet categories (i.e. synsets) to the categories from other 

ontologies. Most often, only the top-level categories of WordNet are mapped. For 

example, DBpedia (see chapter 4.3.3) which contains structured information extracted 

from WIKIPEDIA with 3.4 million concepts is linked to WordNet; The SUMO ontology 

(see below) has produced a mapping between all of the WordNet synsets including 

nouns, verbs, adjectives and adverbs and SUMO classes; OpenCyc (Reed and Lenat, 

2002) is utilizing this Cyc-WordNet Linking Tool to allow users to state links between 

WorldNet synsets and Cyc. The same tool also allows user to browse WordNet and to 

see existing Cyc-WordNet links (http://www.opencyc.org/doc/toc). 

The Suggested Upper Merged Ontology (SUMO) is another comprehensive 

ontology project (Pease, Niles and Li, 2002) that was first released in December 2000. It 

includes an upper ontology as a foundation ontology for a variety of computer 

information processing systems. It was originally developed by the Teknowledge 

Corporation and now is maintained by Articulate Software. It is one candidate for the 

"standard upper ontology" that IEEE working group 1600.1 is working on. Now SUMO is 

extended with many domain ontologies and a complete set of links to WordNet.  

 

3.4 Ontology in syntax and structure levels 

3.4.1 The comparison of database schemas and ontologie s 

There are some important similarities and differences between database 

schema and ontologies for information integration on the syntactic and syntax levels. 

Ontologies represent many different kinds of things in a given subject area (e.g. wing, 

physical object, wire). These things are represented in the ontology as classes 
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(sometimes called concepts) and are typically arranged in a lattice or taxonomy of 

classes and subclasses. Each class is typically associated with various properties (also 

called slots or roles) describing its features and attributes as well as various restrictions 

on them (sometimes called facets or role restrictions). An ontology together with a set of 

concrete instances (also called individuals) of the class constitutes a knowledge base. 

Although the lattice or taxonomy of classes is a primary focus of most ontologies, and 

the database approach is more concerned with reducing data redundancy and the 

related abnormality in data operation, entities in an Entity-Relationship (ER) model 

correspond to concepts or classes in ontologies, and attributes and relations in an ER 

model correspond to relations or properties in most ontology languages (Uschold and 

Gruninger, 2004). For both, there is a vocabulary of terms with natural language 

definitions.  Such definitions are in separate data dictionaries for a DB schema and are 

usually used to define the metadata; in ontologies the definition is represented as 

controlled vocabularies. 

Arguably, there is little or no obvious essential difference between a language 

used for building a DB schema and one for building ontologies. There are many specific 

differences in expressivity, which vary in importance. Many of the differences are 

attributable to the historically different ways that DB schema and ontologies have been 

used. In a database, SQL is widely used to retrieve data from tables and to present 

information. The success of exploring and depicting the relationship of data is highly 

dependent on the developerÕs familiarity with the DB schema, database structure and 

whether his/her query can retrieve all necessary data from separated and highly 

normalized tables to restore original meanings and connections of different pieces of 

data. During the process, people have to perform all necessary semantic interpretation 

(for example, confirming that FSUID varchar(8) in the student table has same meaning 

as username varchar(10) in Campus table and they have 1-to-1 relationship). Instead, 

to have information systems able to extract and disseminate semantics embedded in a 

document -- in other words, make the data machine-understandable -- ontologies 
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describe and represent their classes, properties and relationship in a computer-usable 

way (RDF/OWL) to represent our mental models about specific domains. By utilizing 

this new structure to encode information, the information system will then be able to use 

the knowledge encoded in ontologies to understand underlying data and conduct 

reasoning. In other words, ontologies shift some of the semantic interpretative burden to 

machines and have them eventually conduct the reasoning, and expect to bring the 

machine up to the human level of operations, not force the human to the machine level. 

Ontologies have a range of purposes including interoperability, search, and 

software specification. The primary use of most DB schema is to structure a set of 

instances for querying a single database. This difference impacts heavily on the role of 

constraints. For ontologies, their main purpose of constraints is to express machine-

readable meaning to support accurate automated reasoning. This reasoning can also be 

used to ensure integrity of instances in a knowledge base. For databases, the primary 

purpose of constraints is to ensure the integrity of the data (i.e. instances). These 

Òintegrity constraintsÓ can also be used to optimize queries and help humans infer the 

meaning of the terms. Cardinality and delete constraints are important kinds of integrity 

constraints which have highly DB specific uses that are outside the scope of most or all 

ontology systems. For example, cardinality constraints are used for getting the foreign 

key in the right direction and to ensure that extra tables are built for many to many 

relationships. Such constraints do express meaning, but this may be of secondary 

importance. The main role for cardinality constraints in ontologies is to express 

meaning, and ensure consistency (either of the ontology, or of instances). 

 

3.4.2 Mapping between the syntax and semantics  

As described in section 2.2 (Semantic Levels), constructing a model with an 

ontology also involves data modeling, which is a similar step for database construction, 

and also fulfills the preparation from data modeling to knowledge modeling, which is 

required for semantically aware applications. Typically, the model lies in the mind of the 
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human. We as humans ÒunderstandÓ the semantics, which means we symbolically 

represent in some fashion of the world, the objects of the world, and the relationships 

among those objects. When we view a textual document, we see symbols on a page 

and interpret those with respect to what they mean in our mental model, that is, we 

supply the semantics (meaning). If we wish to make that document available to other 

human being, we will expect that they will provide their own semantic interpreters (their 

mental models) and will make sense out of the symbols on the document pages too. So, 

there is no knowledge in that document without someone or something interpreting the 

semantics of that document. This process makes semantics out of otherwise 

meaningless symbols on a page (Obrst and Liu, 2003). 

Figure 3 depicts the relationship between an alphabet (symbol) and the 

construction rules for forming words (into concept) in that alphabet. The alphabetÕs 

syntax that is about rules for forming representations of concepts out of the alphabet is 

mapped to formal objects in the semantic model for which those symbols and the 

combinatoric syntactic rules for composing those symbols have a specific or composed 

meaning. On the syntactic side, you have symbols; on the semantic side, you have rules 

from the ontology mapping the constructs on the syntactic side to constructs on the 

semantic side. 

 

 

Figure 3: Mapping between syntax and Semantics 

(Obrst and Liu, 2003) 
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Figure 4: From Simple to Complex Semantics  

(Where [[X]] signifies the truth value of the expression X) 

(Obrst and Liu, 2003) 

 

 

Figure 5: More elaborate semantics  

 (Where [[X]] signifies the Semantic or truth value of the expression X) 

(Obrst and Liu, 2003) 

!

Figures 3-5 illustrate an example of the mapping between the syntax and semantics 

of a programming language. Syntactic objects are associated with their semantic 

interpretations, each of which specifies a formal set-theoretic domain and a mapping 

function (that maps atomic and complex syntactic objects to semantic elements of the 
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formal domain). Figures 3-5 displays, respectively, the mapping between syntactic 

objects and a simple semantics for those objects, then a mapping between a simple 

semantics and a complex semantics for those objects, and finally between a complex 

semantics and an even more complex semantics for those objects. The mapping 

between semantics levels can also be viewed as simply the expansion of the semantics 

from more simple to more complex elaborations. 

Another problem concerning semantic integration is how to merge the applications 

built on different systems. Applications in different systems may not understand each 

otherÕs syntax. Such a condition blocks information sharing and integration, and it 

frequently occurs in extracting and processing information from heterogeneous sources 

on the Web. An ontology, which describes a domain with a graphical structured set of 

terms and works as a skeletal foundation for a broad knowledge base (Swartout et al., 

1997), can be used for building several interrelated knowledge bases, which would 

share the same skeleton or taxonomy, without blurring their differences by adding 

domain-specific sub-concepts in the lower level or adding upper level concepts to cover 

new areas. So if these systems are built with the same ontology, they would share a 

common underlying structure, therefore, merging and sharing their knowledge bases 

and inferences mechanisms will become easier (Gomez-Perez, Fernandez-Lopez and 

Corcho, 2004). Researchers call this ontology merging (Pinto el al. 1999). Ontology 

itself is not a static model; it is able to capture changes of meaning and relations. So 

even if these systems are not built with the same ontology, the various ontology 

mapping methods (Ding and Fensel, 2001) give the flexibility of combining multiple 

ontologies. These can verify the new inheritance, and add new means and enable a 

larger pool of information and knowledge in different domains to support new 

communication needs. 

On the other hand, ontology-driven integration must also include the decision of 

naming concepts: must one name be replaced by the name of the concept in the other 

ontology or should one use different labels appropriate for each domain? The latter 
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approach is taken with the SHOE implementation (Heflin and Hendler, 2000), which 

allows the local ontology to keep its preferred vocabulary while at the same time being 

interoperable with the ontology it is mapped to. However, if one were to choose to map 

to a similar concept, one may need to either find a concept that subsumes the concept 

of the local ontology or introduce one or more new sub/supertypes to minimize 

information loss. Although loss can be determined with closeness metrics such as 

precision and recall (Akahani et al., 2002; Mena et al., 2000) and formalized with 

extended description logics (DL) for Òloosely-soundÓ, Òloosely-completeÓ and Òloosely-

exactÓ mappings (Calvanese et al., 2001b), the loss is still there. Further, with such 

changes made, do the integrated ontologies result into a new ontology, or, as in 

AkahaniÕs model, do the ÒtranslationÓ axioms become a separate ontology that is 

positioned in-between the two ontologies? When, with which ontologies and type of 

integration, is one preferable over the other? It is necessary for semantic integration 

approaches to explore this avenue by identifying and investigating which factors and 

properties determine success or failure. 

 

3.4.3 The relationship of Ontology ,  Description Logic and the Semantic Web  

It is not a surprise that the development of ontology and ontology technologies 

is built on results of previous research and technologies. The most important one 

among these is Description Logic (DL) (Baader, Calvanese, McGuinness, Nardi, Patel-

Schneider, 2003) which was given its current name in the 1980s.  

The OWL-DL and OWL-Lite sub-languages of the W3C-endorsed Web 

Ontology Language (OWL), the most popular languages used to build ontology today, 

are based on Description Logic. In fact Description Logics (DLs) is the most recent 

name for a family of knowledge representation (KR) formalisms, such as structured 

inheritance networks (Brachman, 1977; 1978), terminological knowledge representation 

languages, concept languages (the previous name of Description Logic), term 

subsumption languages, and the first DL-based KR system called KL-One (Brachman 
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and Schmolze, 1985), which represent the knowledge of an application domain by first 

defining the relevant concepts of the domain (its terminology), and then using these 

concepts to specify properties of objects and individuals occurring in the domain 

(Badder and Nutt, 2003).  From the mid '90s, reasoning features were created with good 

practical performance on very expressive DL. Examples from this period include FaCT 

(1998), RACER (2001), CEL (2005), and KAON 2 (2005). Description Logic could be 

summarized by the following statements: 

I. The basic syntactic building blocks are atomic concepts (unary predicates), 

atomic roles (binary predicates), and individuals (constants).  

II. A concept denotes the set of individuals that belongs to it, and a role denotes a 

relationship between concepts. 

III. The expressive power of the language is restricted in that it uses a rather small 

set of (epistemologically adequate) constructors for building complex concepts 

and roles. 

IV. Implicit knowledge about concepts and individuals can be inferred automatically 

with the help of inference procedures.  

More specifically, a set of unary predicate symbols that are used to denote 

concept names (or concept names are regarded as atomic concepts in description 

logics); A set of binary relations that are used to denote role names (or role names are 

regarded as atomic roles). Then the semantics of Description Logics is defined by 

interpreting concepts as sets of individuals and roles as sets of pairs of individuals. 

Those individuals are typically assumed from a given domain. The semantics of non 

atomic concepts and roles is then defined in terms of atomic concepts and roles by 

using a recursive definition in which the constructors that can be used to form concept 

terms are stated. Some common constructors include logical constructors in first-order 

logic such as intersection or conjunction of concepts, union or disjunction of concepts, 

negation or complement of concepts, value restriction (universal restriction), existential 



 

 

 

44 

restriction, etc. Other constructors may also include restrictions on roles that are usual 

for binary relations, for example, inverse, transitivity, functionality, etc.  

Compared to those previous knowledge representation languages, the most 

distinguished feature of Description Logic is that it is equipped with a formal, logic-based 

semantics, which makes it more suitable for reasoning. This is the main reason why 

ontology and its related technologies like RDF and OWL rely heavily on the research of 

Description Logic. Reasoning allows one to infer implicitly represented knowledge from 

the knowledge that is explicitly contained in the knowledge base. Description Logics 

support inference patterns that are used by humans to structure and understand the 

world, i.e. hierarchy and classification of concepts and individuals. Similar to ontology 

where people could use RDF, RDF Schema and OWL are used to express subClassOf 

and subPropertyOf to allow the specification of the hierarchical organization of multiple 

classes, a concepts hierarchy is also allowed in Description Logics: the subsumption 

relationship in DL is based on classification of concepts which determines 

subconcept/superconcept relationships between the concepts of a given terminology, 

and thus allows one to structure the terminology in the form of a subsumption hierarchy.  

In addition, Description Logic includes the terminological (TBox) and the 

assertional (ABox) formalisms to support reasoning. In general, the terminological box Ð 

Tbox Ð introduces the terminology, i.e., the vocabulary of an application domain, while 

the assertional box Ð Abox -- contains assertions about named individuals in terms of 

this vocabulary. The statements in the TBox and in the ABox can be identified with 

formula in first-order logic and used for different tasks of reasoning. Specifically, 

because the vocabulary consists of concepts, which denote sets of individuals, and 

roles, which denote binary relationships between individuals, Tbox is used for getting 

the semantics of descriptive concept hierarchies (i.e., relations between concepts). A 

typical example,  ÒEvery student is a person,Ó belongs to Tbox. Then with subsumption 

tests, one can organize the concepts of a terminology into a hierarchy according to their 

generality. 
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On the other hand, Abox contains ground sentences like ÒWenlong is a student,Ó 

stating where in the hierarchy individuals belong (i.e., relations between individuals and 

concepts). Important tasks for an ABox are to find out whether its set of assertions is 

consistent, that is, whether it has a model, and whether the assertions in the ABox entail 

that a particular individual is an instance of a given concept description (Badder and 

Nutt, 2003). A concept description can be conceived as a query, describing a set of 

objects one is interested in. Then with instance tests one can retrieve the individuals 

that satisfy the query. 

Other reasoning features are also shared in Description Logic and ontology, 

such as expressing and identifying disjointness of concepts, cardinality restrictions of 

concepts, Boolean combinations of classes, etc, which are extensively used in ontology-

driven semantic integration. 

Another important impact on ontology development comes from the Semantic 

Web. Since the ontology emerges, various technologies and methodologies are 

developed for ontology authoring and construction.  The Web Ontology Language 

(OWL) is a family of knowledge representation languages for authoring ontologies. The 

languages are characterized by formal semantics and RDF/XML-based serializations for 

the Semantic Web. OWL is endorsed by the World Wide Web Consortium (W3C) and 

has attracted academic, medical and commercial interest. 

In fact, there is a long history of ontological development in the philosophy and 

computer science domains before the two became tightly related today. Since the 

1990s, a number of research efforts have explored how the idea of knowledge 

representation (KR) from artificial intelligence (AI) could be made useful on the World 

Wide Web. These included languages based on HTML (called SHOE), based on XML 

(called XOL, later OIL), and various frame-based KR languages and knowledge 

acquisition. In 2000 in the United States, DARPA started development of DAML led by 

James Hendler. In March 2001, the Joint EU/US Committee on Agent Markup 

Languages decided that DAML should be merged with OIL. On the other major track, 
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the World Wide Web Consortium (W3C) Metadata Activity in the late 1990s started work 

on RDF Schema (RDFS), a language for RDF vocabulary sharing. The RDF became a 

W3C Recommendation in February 1999, and RDFS a Candidate Recommendation in 

March 2000 (soon in 2004 RDFS became a W3C Recommendation). Almost at the 

same time, the DARPA (under the DAML program) and the European Union's 

Information Society Technologies (IST) jointed founded the EU/US ad hoc Joint Working 

Group on Agent Markup Languages that was convened to develop DAML+OIL as an 

official web ontology language with the goal of publishing and sharing ontologies on the 

World Wide Web. DAML+OIL was intended to be a thin layer above RDFS, with formal 

semantics based on a description logic (DL).  

However, though RDF/RDFS provides some support for ontology specification, 

not everything from RDF/RDFS can be expressed in DL. For example, the classes of 

classes are not permitted in the (chosen) DL, and some of the triple expressions would 

have no sense in DL. Therefore the need for a more expressive ontology language used 

in Web had become clear (Lacy 2005). OWL Ð Web Ontology Language -- started as a 

research-based revision of DAML+OIL aimed at the semantic web. The World Wide 

Web Consortium (W3C) created the Web-Ontology Working Group as part of their 

Semantic Web Activity. It began work on November 1, 2001 with co-chairs James 

Hendler and Guus Schreiber. The first working drafts of the abstract syntax, reference 

and synopsis were published in July 2002. OWL became a formal W3C 

recommendation on February 10, 2004 and the working group was disbanded on May 

31, 2004.  

In 2005, at the OWL Experiences And Directions Workshop a consensus 

formed that recent advances in description logic would allow a more expressive revision 

to satisfy user requirements more comprehensively whilst retaining good computational 

properties. In December 2006, the OWL 1.1 Member Submission was made to the 

W3C.  In October 2007, a new W3C working group was started to extend OWL with 

several new features as proposed in the OWL 1.1 member submission. In April 2008, 
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this group decided to call this new language OWL2, indicating a substantial revision 

(Grau et al., 2008). This new version, called OWL 2, soon found its way into semantic 

editors such as ProtŽgŽ and semantic reasoners such as Pellet, RacerPro, FaCT++ and 

HermiT. OWL 2 became a W3C recommendation in October 2009.  

Today the OWL family contains many species, serializations, syntaxes and 

specifications with similar names. This may be confusing unless a consistent approach 

is adopted. OWL and OWL2 will be used to refer to the 2004 and 2009 specifications, 

respectively. The W3C-endorsed OWL specification includes the definition of three 

variants of OWL, with different levels of expressiveness. These are OWL Lite, OWL DL 

and OWL Full (ordered by increasing expressiveness). Each of these sublanguages is a 

syntactic extension of its simpler predecessor. The following set of relations hold. Their 

inverses do not. 

¥ Every legal OWL Lite ontology is a legal OWL DL ontology. 

¥ Every legal OWL DL ontology is a legal OWL Full ontology. 

¥ Every valid OWL Lite conclusion is a valid OWL DL conclusion. 

¥ Every valid OWL DL conclusion is a valid OWL Full conclusion. 

OWL Lite was originally intended to support those users primarily needing a 

classification hierarchy and simple constraints. For example, while it supports cardinality 

constraints, it only permits cardinality values of 0 or 1. It was hoped that it would be 

simpler to provide tool support for OWL Lite than its more expressive relatives, allowing 

quick migration path for systems utilizing thesauri and other taxonomies. In practice, 

however, most of the expressiveness constraints placed on OWL Lite amount to little 

more than syntactic inconveniences: most of the constructs available in OWL DL can be 

built using complex combinations of OWL Lite features. Development of OWL Lite tools 

has thus proven almost as difficult as development of tools for OWL DL, and OWL Lite 

is not widely used. 

OWL DL was designed to provide the maximum expressiveness possible while 

retaining computational completeness (either !  or Â!  belong), decidability (there is an 
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effective procedure to determine whether !  is derivable or not), and the availability of 

practical reasoning algorithms. OWL DL includes all OWL language constructs, but they 

can be used only under certain restrictions (for example, number restrictions may not be 

placed upon properties which are declared to be transitive). OWL DL is so named due 

to its correspondence with description logic, a field of research that has studied the 

logics that form the formal foundation of OWL. 

OWL Full is based on a different semantics from OWL Lite or OWL DL, and 

was designed to preserve some compatibility with RDF Schema. For example, in OWL 

Full a class can be treated simultaneously as a collection of individuals and as an 

individual in its own right; this is not permitted in OWL DL. OWL Full allows an ontology 

to augment the meaning of the pre-defined (RDF or OWL) vocabulary. It is unlikely that 

any reasoning software will be able to support complete reasoning for OWL Full. 

A survey (Wang, Parsia, and Hendler 2006) of ontologies available on the web 

collected 688 OWL ontologies. Of these, 199 were OWL Lite, 149 were OWL DL and 

337 OWL Full (by syntax). They found that 19 ontologies had in excess of 2,000 

classes, and that 6 had more than 10,000. The same survey collected 587 RDFS 

vocabularies.  
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CHAPTER 4  

ONTOLOGY DRIVEN INTEGRATION APPROACHES 

As depicted in the previous chapters conflicts that occur whenever two systems 

do not use the same interpretation of the information can be categorized into three 

levels: syntactical, structural and semantic levels. Most of conflicts in the syntactical and 

structural levels can be solved by one-to-one mappings with XML and RDF/S 

technologies. However, the conflict in the semantic level is beyond their capabilities. 

This chapter explores the ontology-driven approach that examines data to decide how 

different information items relate to each other in the semantic level and how to perform 

semantic integration.  

Many attempts have been made to apply ontologies in information integration in 

recent years. Research on ontology-driven semantic integration has many dimensions. 

Initially, ontologies were introduced as an explicit specification of a conceptualization 

(Gruber, 1993). Therefore, ontologies can be used in an integration task to describe the 

semantics of the information sources and to make the content explicit to be mapped. 

With respect to the integration of data sources, they may be used for the identification 

and association of semantically corresponding information concepts (Arens, Hsu, and 

Knoblock, 1997; Calvanese, Giacomo, and Lenzerini, 2001). Mapping research is 

concerned with the problem that given multiple information sources how to find 

similarities between them, and how to determine which concepts and properties 

represent similar notions. On the other hand, the way of representation of mapping 

decides how effectively to enable reasoning with mapping. Once the mapping is 

defined, it is necessary to explore different type of reasoning involved in semantic 

integration process. 
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4.1 Different Interpretations of Semantic Integration 

Given its diversity it is necessary for us to know what constitutes semantic 

integration within an ontology-driven approach. Pinto et al. (1999) conceptualized 

integration by untangling the various activities generally categorized as integration into 

clearer distinctions of integration, merge and use. Real integration applies Òwhen 

building a new ontology reusing other available ontologiesÓ whereby the integrated 

concepts can be used like submodules, adapted, specialized or augmented by new 

concepts, and it assumes the ontologies involved are each of a different domain, thus 

limiting the scope of their interpretation. PintoÕs merging refers to combining different 

ontologies within the same subject domain and creating a unified ontology, though 

noting that the process of merging is Òvery unclearÓ, which has not changed much since 

then. The third category involves the use of ontologies to build software applications. 

In contrast, Sowa (2000) distinguishes between different levels of integration: 

alignment, partial compatibility and unification. His unification is synonymous with 

PintoÕs merging. The alignment means a mapping of concepts and relations between 

multiple ontologies based on preservation of the partial ordering and synonyms, as well 

as the possible introduction of new concepts that will function as sub- or supertypes. 

This is in contrast with Mena et al. (1996), who use existing concepts in the ontology by 

traversing the tree for hyponyms and hypernyms to ÔlinkÕ concepts between the 

ontologies. Moreover, SowaÕs referral of alignment to a mapping needs clarification. 

Mapping can involve an extending (Marjomaa, 2002), as in Ôplugging inÕ, of a second 

ontology into the main ontology. This is sometimes called backbone ontology with a 

mapped refinement (Guarino and Welty, 2000), a local ontology integrated into a global 

or reference ontology, or the mapping can connect two entirely different ontologies. 

Gangemi et al. (2002a) use the former technique, though called incremental loading, to 

construct a fisheries ontology. The latter, mapping of entirely disjoint ontologies, was 

carried out during the ONTOGENERATION project (Aguado et al., 1998), which 

combines the CHEMICALS ontology with the linguistic ontology GUM, and by Goertz et 
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al. (2003) who did the same with EMBASSI (multi-media equipment ontology). In line 

with SowaÕs levels of integration, these examples can be considered to be weaker than 

his definition of alignment, primarily because these mappings have many fewer aligned 

concepts and relations than in the alignment of ontologies. 

SowaÕs (2000) partial compatibility refers to the capacity that ÒAny inference or 

computation that can be expressed in one ontology using only the aligned concepts and 

relations can be translated to an equivalent inference or computation in the other 

ontologyÓ.  

Bernstein et al. (2000) argue that in the ontology-driven integration the 

automatic part is called matching, and after human intervention, one can achieve a 

merging of ontologies. They use matching as Òeducated guess made by the systemÓ to 

aid the engineer in the decision making process and consider merging when the 

contents of one ontology is moved into a source ontology.  

Weinstein and Birmingham (1999) identified three kinds of matches: inherited, 

specialized and serendipitous. The first type of matches, inherited from shared concepts 

of a previously agreed upon global ontology O  with a diverged local ontology, O , is 

described as that the shared concepts subsuming the matching request and the 

recommendation. The match results in highest matching compatibility, but some 

question if this really is matching because the two ontologies involved were one and the 

same before they were separated into O / O , presumably each with its own autonomy. 

The divergent development of the two ontologies is either because disagreement exists 

when the original O  was established or because the people responsible for O  change 

and model the ontology as part of a compartmentalization of the subject domain by 

filling in the details of a more generic ontology O . In the first case the matching may 

not be successful due to the absence of consensus. The inherited matching in the 

second case is actually an update of O  with the new concepts of O  and may be 

considered as ontology development or maintenance instead. This is similar to what 
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Weinstein and Birmingham described for specialized matches that as a local ontology 

specialized matches added more detail to some branch in the hierarchy, and at least 

one of elements has been specialized in the ontology. Serendipitous match is a match 

by chance and not inherited from any shared concepts between the two ontologies. 

Essentially, both O  and O  have developed independently and they at least partially 

have the same view on the subject domain. 

Weinstein and Birmingham (1999) also suggest that an exact match implies 

that particular section of O  and O  is unaltered over time and records a Ònot exactÓ 

match when a change does occur over time. They consider this type of matching as part 

of ontology development and maintenance, or ontology evolution, which is different from 

matching two ontologies that are totally separated and had never shared a common 

ancestor. 

Identifying the contexts for different meaning of semantic integration would be 

useful to bear a direct relation to the actual process of integrating more or less useful 

strategies, and the output/results of an integration operation. For example, if divergent 

ontologies share a common ancestor with agreed-upon concepts and relations, then in 

matching exercises the difference between the ontologies are of interest and it is 

reasonable to assume that the majority of ontology elements do match and have the 

same structure and semantics as inherited from the original ontology. If the software is 

focused on finding matching elements, then the ÒnegativeÓ matching result to highlight 

the changes between the ontology versions would be more important.  

 

4.2 Different Ontology Implementations 

Though many interpretations of semantic integration exist, most of them agree 

on a new ontology emerging from or added to the original ontologies during the 

integration process. Hefflin and Hendler (2000) further summarized how the new 

ontology may vary in different integration processes by dividing these processes into 
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three major categories: mapping ontology where an ontology O  contains the rules that 

map concepts between ontologies O  and O ; mapping revisions, where O  contains 

rules that map O  objects to O  terminology and vice versa; and an intersection 

ontology, where ontology O  is created containing the intersection of concepts between 

O  and O  and they rename terms where necessary. The presentation of these three 

approaches could be presented in Figure 6: 

 

 

Figure 6: Integration methods  

Hefflin and Hendler (2000) 

 

From the above picture, it is not difficult to identify an unsolved problem of 

ontology-driven integration methods: that is, if the new ontology would alter the original 

ones. Since most integration tasks have to keep the original ontologies intact to ensure 

the integrity and independence of source data, the possible changes of original 

ontologies during the integration process may raise unnecessary technical issues and 

concerns. Many researchers discuss their efforts on this point: Calvanese et al. (2001) 

consider mapping between one global and several local ontologies, leaving the local 
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ontologies intact by querying the local ontologies and converting the query result into a 

concept in the global ontology. Kalfoglou and Schorlemmer (2002) exploit a similar idea 

with their IF-Map, using an empty reference ontology with local ontologies populated 

with instances, but place the results, obtained via logic infomorphisms instead of 

database queries, in a new global ontology to be created on the fly while not disrupting 

the local nor the reference ontologies.  

Wache et al. (2001) described three ways to employ ontologies to serve as the 

explicit description of the information source semantics to facilitate integration: single, 

multiple and hybrid approaches (Figure 7). In general, the single ontology uses a global 

ontology with shared semantics. With multiple ontologies there must be inter-ontology 

mappings, but there does not exist a global ontology, although, like many others, Wache 

et al. (2001) do not, or cannot, specify how this is to be accomplished, which led them to 

propose the hybrid approach. The hybrid approach does use one shared global 

vocabulary, but unlike the single ontology approach, contains only the basic terms of a 

subject domain like Guarino and WeltyÕs (2000) backbone ontology. Some approaches 

provide a general framework where all three architectures can be implemented 

(Calvanese et al., 2001). Figure 7 gives an overview of the three main architectures. 

 

4.2.1 Single Ontology Approach 

In the single ontology approach (Figure 7a) providing a shared vocabulary for 

the specification of the semantics is only dependent on a general ontology which all 

information sources are related to. In SIMS (Arenset et al., 1997), a hierarchical 

terminological knowledge base with nodes representing objects, actions, and states is 

created in the gold domain model and every independent model of each information 

source must be described by relating the objects of each source to the global domain 

model. The relationships clarify the semantics of the source objects and help find 

semantically corresponding objects. In practice, this is usually done by top-down 

development of creating a general ontology first, and then extending this general 
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ontology with concepts and properties specific to different applications. As long as every 

extension is performed in a way consistent with the definitions in the shared ontology, 

the general ontology can be a reliable source to facilitate finding correspondences 

between different extensions.  

 

 

Figure 7: Different Ontology Approaches  

(Wache et al., 2001) 

!

The general ontology can also be a combination of several specialized 

ontologies, which means in such a bottom-up process the common view on different 

sources to be integrated is developed after the individual ontologies are developed and 

its design is therefore guided by the individual ontologies to be integrated. A reason for 

the combination of several ontologies is to avoid a potentially extremely large monolithic 

ontology, instead it could use several small ontologies as modules to maximize the 

flexibility. The combination is supported by ontology representation formalisms i.e. 
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importing other ontology modules, e.g. ONTOLINGUA (Gruber, 1993). Fern‡ndez-Breis 

and Mart’nez-BŽjar (2002) describe a cooperative approach in which normal and expert 

users will take different roles to finish integration work. Normal users enter information 

regarding the concepts' attributes, taxonomic relation, and associated terms from the 

source ontologies into the system while the expert users process this information, and 

the system helps them to derive the integrated ontology. The algorithm that supports 

this integration is based on taxonomic features and on detection of synonymous 

concepts.  

The top-down and bottom-up methods have different purpose: the general 

ontology could be more specific and accurate in bottom-up approach than the other one. 

But on the other hand, the general ontology in the bottom-up approach is only general 

enough to provide access to all individual sources that it integrates, which also means 

the general ontology in top-down approach is usually more general since it needs to 

encompass the individual ontologies yet to be developed. 

The single ontology approach is best suited for integration problems where all 

information sources to be integrated provide nearly the same view on a domain. But if 

one information source has a different view on a domain, e.g. by providing another level 

of granularity, finding the minimal ontology commitment becomes a difficult task 

(Gruber, 1995). For example, if two information sources provide product specifications 

but refer to absolute heterogeneous product catalogues that categorize the products, 

the development of a global ontology that combines the different product catalogues 

becomes very difficult. Information sources with reference to similar product catalogues 

are much easier to integrate. Also, the single ontology approach is susceptible to 

changes in the information sources that can affect the conceptualization of the domain 

represented in the ontology. Depending on the nature of the changes in one information 

source it can imply changes in the global ontology and in the mappings to the other 

information sources. These disadvantages led to the development of multiple ontology 

approaches. 



 

 

 

57 

4.2.2 Multiple Ontology Approach 

In a multiple ontologies approach, the different source ontologies do not share 

the same vocabulary and each information source is described by its own ontology 

(Figure 7b), Mena et al. (1998) developed the Ontology Based System Enhanced with 

Relationships for Vocabulary hEterogeneity Resolution (OBSERVER) in order to access 

heterogeneous, distributed and independently developed data repositories to tackle the 

problem of semantic integration between domain-specific ontologies. The semantics of 

an information source is described by a separate ontology. They use interontology 

relationships such as synonyms, hyponyms and hypernyms defined between terms in 

different ontologies to assist the matches between concepts across domain-specific 

ontologies. Their system is based on a query-expansion strategy where the user poses 

queries in one ontology's terms and the system tries to expand the query to other 

ontologies' terms by using imbedded algorithms to manage the relevance.  

The advantage of multiple ontology approaches is that no common and minimal 

ontology commitment about a global ontology is needed (Gruber, 1995). Each source 

ontology could be developed without respect to other sources or their ontologies, that is 

no common ontology with the agreement of all sources is needed, therefore each 

information source could take the most appropriate way to develop its own ontology. 

Any change, i.e. modifications in one information source or the adding and removing of 

sources, would be better facilitated with this approach.  

However, in reality the lack of a common vocabulary makes it extremely difficult 

to compare different source ontologies, which usually could be only realized by 

incorporating some extremely complex algorithms. To solve this problem, especially for 

enabling semantic integration across the different sources, an additional representation 

formalism defining the inter-ontology mapping (described in the section 4.3.2) is 

provided to match the different concepts and vocabularies used in the different 

ontologies. The inter-ontology mapping identifies semantically corresponding terms of 

different source ontologies, e.g. which terms are semantically equal or similar. But the 
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mapping also has to consider different views of a domain, e.g. different aggregation and 

granularity of the ontology concepts.  

 

4.2.3 Hybrid  Ontology Approach 

To overcome the drawbacks of the single or multiple ontology approaches, 

hybrid approaches were developed (Figure 7c). Similar to the multiple ontology 

approach the semantics of each source is described by its own ontology in this 

approach. But in order to make the source ontologies comparable to each other they are 

built upon one global shared vocabulary (Goh, 1997; Wache et al., 1999). The shared 

vocabulary contains basic terms (the primitives) of a domain. In order to build complex 

terms of a source ontology the primitives are combined to describe them. Because each 

complex term of a source ontology is based on primitives, the terms become more 

easily comparable than in multiple ontology approaches (Stuckenschmidt et al., 2000b). 

For example, in COIN (Goh, 1997) the local description of information (context) is simply 

an attribute value vector. The terms for the context stem from the common shared 

vocabulary and the data itself. In MECOTA (Wache et al., 1999), each sourceÕs 

information is annotated by a label that indicates the semantics of the information. The 

label combines the primitive terms from the shared vocabulary. The combination 

operators are used for integrating sources, which indicates that an information item 

aggregates several different information items (e.g. a street name together with 

number). In BUSTER (Stuckenschmidt et al., 2000b), the shared vocabulary is a 

(general) ontology, which covers all possible refinements, e.g. the general ontology 

defines the attribute value ranges of its concepts. A source ontology is one (partial) 

refinement of the general ontology, e.g. restricting the value range of some attributes for 

its own application. Since the source ontologies only use the vocabulary of the general 

ontology, they remain comparable. 

The advantage of a hybrid approach is that new sources can easily be added 

without the need of modification in the mappings or in the shared vocabulary. It also 
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supports the acquisition and evolution of ontologies. The use of a shared vocabulary 

makes the source ontologies comparable and avoids the disadvantages of multiple 

ontology approaches. However, the drawback of hybrid approaches is that existing 

ontologies cannot be reused easily, but have to be re-developed from scratch because 

all source ontologies have to refer to the shared vocabulary. 

 

4.3 Different Integration Approaches 

The above approaches are widely used in the tasks of integrating 

heterogeneous information at the semantic level. Ontologies in semantic integration 

should not be perceived as standalone models of the world but rather be seen as the 

glue that puts together information of various kinds (Wache et al., 2001). Consequently, 

the relations of an ontology to its environment and an ontology to other ontologies play 

an essential role in integration. In other words, after deciding how to implement an 

ontology, single, multiple or hybrid ontology architecture, ontology-driven (single, 

multiple and hybrid) approaches require mapping an ontology to the underlying 

information sources or integrating it with other ontologies to achieve semantic 

integration. In practice such difference may have different effects and focuses.  

 

4.3.1 Relating Ontologies to Information Sources 

Relating ontologies to the actual contents of an information source involves 

mapping to the database (as the most popular information source) scheme and 

mapping to single terms used in the database. Different approaches are used to 

establish a connection between ontologies and information sources. 

The most straightforward approach is structure resemblance in which 

connecting the ontology with the database schema is to simply produce a one-to-one 

copy of the database schema, the structure of the database, and encode it in a 

language that makes automated reasoning possible. The integration is then performed 

on the copy of the model and can easily be tracked back to the original data. This 
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approach is implemented in ontology systems like SIMS mediator (Arens et al., 1997) 

and also by the TSIMMIS system (Chawathe et al., 1994). Beyond simply producing a 

copy of the schema, systems like BUSTER (Stuckenschmidt and Wache, 2000) use the 

ontology to further define the terms from the original database schema to better express 

the semantics of its terms. These new definitions do not correspond to the structure of 

the database. Instead, they are enriched by adding a set of rules and constraints that 

correspond to the ontology. The integration then is improved by more meaningful terms 

which can be both tracked back to the original data and be used for better matching with 

the ontology. 

A more common method implemented in many systems like OBSERVER 

(Mena et al., 1996), KRAFT (Preece et al., 1999), PICSEL (Goasdoue et al., 1999) and 

DWQ (Calvanese et al., 2001) to relate ontologies to information sources combines two 

previous approaches to create an enriched structure for information integration. It built a 

logical model for resembling the structure of the original information source, and, 

instead of just re-defining terms, it contains some additional definitions of concepts that 

correspond to the ontology (Kashyap and Sheth, 1996a). Another approach that adds 

semantic information to an information source is becoming prominent with the need to 

integrate information present in the World Wide Web where annotation is a natural way 

of adding semantics. Two major systems, Ontobroker (Fensel et al., 1998) and SHOE 

(Heflin and Hendler, 2000b) focus on different aspects of meta-annotation (annotations 

resembling parts of the real information) and approaches avoiding redundancy. SHOE is 

an example for the former, Ontobroker for the latter case. 

 

4.3.2 Inter-Ontology Mapping 

The other way to apply ontology mapping to semantic integration is based on 

the fact that many of the existing information integration systems such as Mena et al. 

(1996) or Preece et al. (1999) use more than one ontology to describe the information. 

The problem of mapping different ontologies is a well-known problem in the semantic 
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integration area, and researchers developed several approaches that are popularly 

used today.  

A common approach to the ontology mapping problem is to provide the 

possibility of defining mappings. In KRAFT (Preece et al., 1999), special mediator 

agents are customized to translate between different ontologies and even different 

languages are used. Different kinds of mappings are distinguished in this approach, 

starting from simple one-to-one mappings between classes and values up to mappings 

between compound expressions. This approach allows a great flexibility, but it fails to 

ensure a preservation of semantics: the user is free to define arbitrary mappings even if 

they do not make sense or produce conflicts. 

In order to avoid a loss of semantics, one has to stay inside the formal 

representation language when defining mappings between different ontologies 

(Calvanese et al., 2001). With various local ontologies developed independently from 

each separate sources, a straightforward way to stay inside the formalism is to build an 

integrated, global ontology (Calvanese et al., 2001) and relate all separate ontologies 

used to this single top-level ontology as a mean for extracting information from the local 

ones. By inheriting concepts from a common top-level ontology, it can be used to 

resolve conflicts and ambiguities (Heflin and Hendler, 2000b). Calvanese and 

colleagues (2001b) proposed a formal framework for Ontology Integration Systems 

(OIS). Ontologies in their framework are expressed as Description Logic (DL) 

knowledge bases, and mappings between ontologies are expressed through suitable 

mechanisms based on queries. The queries allow mapping a concept in one ontology 

into a view over the other ontologies, which acquires the relevant information by 

navigating and aggregating several concepts (Calvanese et al., 2001). The authors 

propose two approaches to realize this query/view based mapping: global-centric and 

local-centric. The global-centric approach is an adaptation of most data integration 

systems in which they consider sources as databases and the global ontology as a 

database schema. Therefore mapping is actually a query that connects a relation in the 
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global schema to the source relations. In contrast, the local-centric approach requires 

reformulation of the query in terms of the queries to the local sources. 

Maedche and Staab (2000) develop a multi-ontology system, MAFRA, for 

semantic integration and they argue that mapping existing ontologies will be easier than 

creating a general ontology because a smaller community is involved in the process. 

This mapping framework aims to automatically detect similarities of entities contained in 

the distributed ontologies. It is very suitable to the future Semantic Web applications as 

it technically relies on those Semantic Web tools. For example to achieve better results, 

they suggest source ontologies must be normalized to a uniform representation, e.g. 

RDF(S), thus eliminating syntax differences and making semantic differences between 

the ontologies more apparent. Such a normalization process could be done by a tool, 

LIFT, which brings DTDs, XML-Schema and relational databases to the structural level 

of the ontology. The authors also provide a definition for a new concept, semantic 

bridge, in MAFRA, which could be considered as a module that establishes 

correspondences between entities from ontologies based on similarities found between 

them. The mapping process is then using a semantic bridge to accumulate the 

necessary information to populate an ontology of mapping constructs in DAML+OIL 

format, called Semantic Bridge Ontology (SBO).  

Mitra and Wiederhold (2002) argue such an approach of creating a unified 

source is not scalable and is costly (Mitra and Wiederhold, 2002). Instead they 

developed the ONtology compositION system (ONION) in which semantic heterogeneity 

in different ontologies can be resolved by using articulation rules which express the 

relationship between two (or more) concepts belonging to the ontologies and which 

suggest possible matches from mapping algorithms based on linguistic features. They 

also include a learning component in the system which takes advantage of users' 

feedback to generate better articulation in the future while articulating similar ontologies. 

However, there are some limitations with this method: first, establishing such rules 

manually is a very expensive and laborious task; second, the full automation of this 
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process is not feasible due to the inadequacy of today's natural language processing 

technology; third even using relationships in defining their articulation rules, it is still 

limited to subclass of, part of, attribute of, instance of, and value of. Other researchers 

also argue that although the Top-Level Ontology approach allows establishing 

connections between concepts from different ontologies in terms of common 

superclasses, it does not establish a direct correspondence, therefore ambiguity may 

arises from an indirect mapping of concepts and this might lead to problems when exact 

matches are required. The semantic correspondences approach relies on a common 

vocabulary for defining concepts across different ontologies and identifying semantic 

connection between these concepts. Wache (1999) uses semantic labels in order to 

compute correspondences between database fields. Stuckenschmidt et. al. (2000a) 

build a description logic model of terms from different information sources and show that 

reasoning can be used to establish relations between different terminologies. More 

widely used tools of direct mapping are developed by Kalfoglou and Schorlemmer 

(2002), called IF-Map, and by Noy and Musen (2000), called PROMPT.  

 

 

Figure 8: IF-Map scenario for ontology mapping 

!

The IF-Map's framework for establishing mappings between ontologies could 

be depicted in Figure 8 (Kalfoglou and Schorlemmer, 2002). Two local ontologies 1 and 
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2 represent the ontologies used by different information sources and populated with 

their instances, and the reference ontology is an agreed understanding that favors the 

sharing of knowledge. A global ontology is an ontology that will be constructed during 

the process for the purpose of integration. By adopting an algebraic approach defined in 

ontology morphisms (Bench-Capon and Malcolm, 1999), IF-Map is able to provide 

precise definitions for ontology and ontology morphisms in the tradition of algebraic 

specification. There are two different operations between ontologies: The solid arrow 

lines linking the reference ontology with the two local ontologies denote information 

flowing between these ontologies and are formalized as logic infomorphisms, while the 

dashed arrow lines denote the embedding from Local ontology 1 and Local ontology 2 

into the Global ontology, which is the sum of the local ontologies modulo Reference 

ontology and the generated logic infomorphisms. 

 

 

Figure 9: The IF-Map Architecture  

(Kalfoglou and Schorlemmer, 2002) 

!
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Figure 9 illustrates the IF-Map architecture. IF-Map is based on the Barwise-

Seligman theory of information flow (Barwise and Seligman 1997). The authors built a 

step-wise process that consists of four major steps: (a) ontology harvesting, (b) 

translation, (c) infomorphism generation, and (d) display of results. The first step 

performed ontology acquisition by applying a variety of methods including using existing 

ontologies, downloading from ontology libraries like Ontolingua (Farquhar et al., 1997) 

or WebOnto (Domingue 1998) servers, editing them in an ontology editor like protŽgŽ 

(Grosso et al., 1999), or harvesting them from the Web. The major benefit of different 

methods for ontology acquisition is that the system can accept ontologies with various 

language formats, ranging from KIF (Genesereth and Fikes 1992), Ontolingua to RDF 

(Lassila and Swick 1999), Prolog, and native ProtŽgŽ knowledge bases. To make the 

system understand various acquired ontologies, the second step uses horn logic to 

translate different formats to Prolog clauses. The main mapping happens in the third 

step in which the system finds logic infomorphisms between the ontologies under 

examination and displays them in RDF format. It also provides a Java front-end to the 

Prolog-written IF-Map program so that it can be accessed from the Web. Then in the 

last step, the results are stored in a knowledge base for future reference and 

maintenance reasons, and could also be displayed in RDF format.  

Noy and Musen (2000) developed PROMPT for performing ontology mapping, 

alignment and versioning. Available as a plug-in for the open-source ontology editor 

ProtŽgŽ-2000 (Grosso et al., 1999), it records the mappings identified both by the 

system and by the user during merging to create a declarative mapping specification 

between source ontologies. More specifically, PROMPT leads the user through the 

ontology-merging process, using linguistic similarity matches between concepts for 

initiating the merging or alignment process. Then it uses the underlying ontological 

structures of the ProtŽgŽ-2000 environment (classes, slots, facets) to inform a set of 

heuristics for identifying further matches between the ontologies as the possible points 

of integration and to make suggestions regarding what operations should be done next, 
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what conflicts need to be resolved, and how those conflicts can be resolved. To make 

suggestions, PROMPT uses a mixture of lexical and structural features, as well as input 

from the user during an interactive merging session to find the mappings. For instance, 

if a user said that two classes in two source ontologies are the same (should be 

merged), then PROMPT analyzed the properties of these classes, their subclasses and 

superclasses to look for similarities of their definitions and suggest additional 

correspondences. In addition to providing suggestions to the user, PROMPT identifies 

conflicts. Some of the conflicts are name conflicts (more than one frame with the same 

name), dangling references (a frame refers to another frame that does not exist), 

redundancy in the class hierarchy (more than one path from a class to a parent other 

than root), and slot-value restrictions that violate class inheritance. 

As an extension of PROMPT, Anchor-PROMPT (Noy and Musen, 2001) treats 

an ontology as a graph with classes as nodes and slots as links. It takes as input a set 

of anchors -- pairs of related terms defined by the user or automatically identified by 

lexical matching. The algorithm analyzes the paths in the subgraph limited by the 

anchors and determines which classes frequently appear in similar positions on similar 

paths. These classes are likely to represent semantically similar concepts.  

The authors performed evaluation of both PROMPT and Anchor-PROMPT and 

results indicated that experts followed 88% of PROMPTÕs suggestions and that 

PROMPT suggested 75% of all the operations that the user ultimately performed. The 

resulting precision of the experiments can be achieved between 61% and 100% 

depending on the size of the initial anchor set and the maximum length of the path 

traversed. 

Similar to PROMPT, McGuinness and colleagues (2000) developed a merging 

and diagnostic web-based tool Chimaera for another popular Ontology editor Ontolingua 

(Farquhar et al., 1997).  It accepts more than 15 designated input format choices 

including RDF and DAML and facilitates merging by allowing users to upload existing 

ontologies into a new workspace (or into an existing ontology). Chimaera then analyzes 
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the ontologies to be merged, and if linguistic matches are found, the merge would be 

done automatically via Òtaxonomic resolution modeÓ which will look for syntactic term 

relationships. When attached to a classifier, it can also look for semantic subsumption 

relationships as well. If it is not appropriate to automatically perform the merging, the 

user is prompted for further action. To improve the interface for better user involvement, 

Chimaera includes an analysis capability that allows users to run a diagnostic suite of 

tests selectively or in their entirety. The output is displayed as an interactive log that 

allows users to see the results of the tests and also to explore the results. The tests 

include incompleteness tests, syntactic checks, and semantic checks.  

When comparing it with PROMPT, these are quite similar in that they are 

embedded in ontology editing environments, but they differ in the suggestions they 

make to their users with regard to the merging steps. Moreover, its design and 

implementation is based on the previous experience developing other user interfaces for 

knowledge applications such as the Ontolingua ontology development environment, the 

Stanford CML editor (Iwasaki et al., 1997), the Stanford JAVA Ontology Tool (JOT), the 

Intraspect knowledge server (Intraspect 1999), two web interfaces (McGuinness, et. al., 

1995; Welty, 1996) for the CLASSIC knowledge representation system (Borgida, et. al, 

1989), and a collaborative environment for building ontologies for FindUR (McGuinness, 

1998). Chimaera was used in the High Performance Knowledge Base project to analyze 

incoming ontologies. It is also being used and/or evaluated by companies including 

VerticalNet and Cisco.  

The machine-learning techniques from computer science have also been 

extensively used in ontology mapping. Doan and colleagues (2002) developed a 

system, GLUE, which employs machine-learning techniques to find mappings. Given 

two ontologies, for each concept in one ontology, GLUE finds the most similar concept 

in the other ontology using probabilistic definitions of several practical similarity 

measures. The authors claim that this is their difference when comparing their work with 

other machine learning approaches, where only a single similarity measure is used.  In 
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addition to this, GLUE also uses multiple learning strategies, each of which exploits a 

different type of information either in the data instances or in the taxonomic structure of 

the ontologies. The similarity measure they employ is the joint probability distribution of 

the concepts involved, so instead of committing to a particular definition of similarity, 

GLUE calculates the joint distribution of the concepts, and lets the application use the 

joint distribution to compute any suitable similarity measure. 

To deal with the complexity and diversity of semantics, GLUE uses a multi-

learning strategy to make predications. Doan and colleagues (2002) developed two 

learners, content learner and a name learner. The former uses a popular text 

classification method, Naive Bayes learning. The name learner is similar to the content 

learner but uses the full name of the instance instead of its content. They then 

developed a meta-learner that combines the predictions of the two learners by assigning 

each one of them a learner weight that indicates how much it trusts its predictions. In 

addition, GLUE uses relaxation labeling to map two ontologies' taxonomies, O1 to O2, 

by assigning labels to concepts (node of a graph) in O2 as labels, and then recasts the 

problem as finding the best label assignment to concepts (nodes) in O1, given all 

knowledge they have about the domain and the two taxonomies. This technique is 

based on the observation that the label of a node is typically influenced by the features 

of the node's neighborhood in the graph.  

That knowledge can include domain-independent constraints like Òtwo nodes 

match if nodes in their neighborhood also matchÓ where neighborhood is defined to be 

the children, the parents or both -- as well as domain-dependent constraints like Òif node 

Y is a descendant of node X, and Y matches professor, then it is unlikely that X matches 

assistant-professor.Ó The system has been empirically evaluated with mapping two 

university courses catalogues. 

Approaches using formal concept analysis (Ganter and Wille 1999) also fall into 

this category, because they define concepts on the basis of a common vocabulary to 

compute a common concept lattice. Stumme and Maedche (2001) presented the FCA-
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Merge method, a bottom-up approach, offering a global structural description of the 

ontology merging process. It is based on Ganter and Wille's work and lattice 

exploration. Given two Ontologies O  and O  that are to be merged Stumme and 

Maedche suggests the overall process, which can be depicted as Figure 10, consists of 

three steps (i) instance extraction and computing of two formal contexts K  and K , (ii) 

the FCA-Merge core algorithm that derives a common context and computes a concept 

lattice, and (iii) the interactive generation of the final merged ontology based on the 

concept lattice. 

 

 

Figure 10: FCA-Merge Diagram   

(Stumme and Maedche, 2001) 

!

The method takes as input data the two ontologies and a set of domain-specific 

natural language documents D which can be described by the concepts contained in the 

ontologies. By incorporating natural language processing techniques, the first step 

extracts instances from the documents in D. Based on the extracted instances they 

apply mathematically founded techniques taken from Formal Concept Analysis (Wille, 

1982) techniques to associate single words or a composite expression with a concept 

from the ontology if a corresponding entry in the domain-specific part of the lexicon 

exists (Stumme and Maedche 2001). This lexical analysis generates the formal context 

for each ontology indicating which ontology concepts appear in which documents.  

1 2

1 2
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For obtaining good results, a few assumptions have to be met by the input data 

in this first step: First, the documents have to cover all concepts from the source 

ontologies. Concepts which are not covered have to be treated manually after the 

merging procedure. Second, the documents must separate the concepts well enough. If 

two concepts which are considered as different always appear in the same documents, 

FCA-MERGE will map them to the same concept in the target ontology. When this 

situation appears too often, the knowledge engineer might add more documents which 

further separate the concepts. 

The second step comprises the FCAÐMERGE core algorithm. The output of this 

first step, two formal contexts K  and K , is subsequently merged into a new formal 

context K using FCA-MERGE and pruned to remove too specific formal concepts. The 

pruned concept lattice, derived as outputs from the formal context K, is to be taken as a 

starting point for deciding how to create concepts or relations with them. The 

computation of the pruned concept lattice from the merged context is done with the 

algorithm TITANIC (Stumme et al., 2000). More precisely, it computes a pruned concept 

lattice which has the same degree of detail as the two source ontologies. In fact what 

authors consider a major advantage of the pre-processing and FCA-MERGE 

procedures is that it is easy to scale up to merging of multiple (>2) ontologies without 

having to change the functionality of the procedure. 

The previous two steps, instance extraction and the FCAÐMERGE core 

algorithm, are fully automatic. The final step of deriving the merged ontology from the 

concept lattice requires human interaction. By combining the sets of relation names R  

and R , the pruned concept lattice generated in step 2 is explored by the ontology 

engineer who will create the concepts and relations of the target ontology. FCA-MERGE 

provides graphical means of the ontology engineering environment OntoEdit for 

supporting this process. This construction is semi-automatic as it requires background 

knowledge about the domain. The engineer has to resolve possible conflicts and 

duplicates, but there is automatic support from FCA-Merge in terms of a 

1 2

1
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query/answering mechanism, which aims to guide and focus the engineer's attention on 

specific parts of the construction process. A number of heuristics are incorporated in this 

phase, and the is_a lattice is derived automatically. 

 

4.3.3 Linked Data Approach 

Different from the inter-ontology approach which will usually end up with a 

derived global ontology, the Linked Data movement, as proposed by Berners-Lee 

(2009), aims to provide machine readable connections between data in the Web. 

Though it still relies on the existing local ontologies to interpret the semantic meanings 

of the involved data, Berners-Lee (2006) defined Linked Data as simply about using the 

Web to create formalized links which utilize RDF to express complex schemas and 

relationships interpreted from the existing sources and to semantically model all 

structured, semi-structured and unstructured data from different sources (Berners-Lee, 

2009). These may be as diverse as databases maintained by two organizations in 

different geographical locations, or simply heterogeneous systems within one 

organization that, historically, have not easily interoperated at the data level. Technically, 

Linked Data refers to data published on the Web in such a way that it is machine-

readable, its meaning is explicitly defined, it is linked to other external data sets, and 

can in turn be linked to from external data sets. 

It builds upon standard Web technologies, such as HTTP and URIs, but rather 

than using them to serve web pages for human readers, it extends them to share 

information in a way that can be read automatically by computers . Linked Data relies on 

documents containing data in RDF (Resource Description Framework) format (Klyne 

and Carroll, 2004).  However, rather than simply connecting these documents, Linked 

Data uses RDF to make typed statements that link arbitrary things in the world. The 

result, which refers to as the Web of Data, enables data from different sources to be 

connected and queried, and may more accurately be described as a web of things in the 

world, described by data on the Web. In another word, simply publishing an RDF data 
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model is not sufficient to create linked data. It actually utilizes the RDF data model to 

name all objects as URIs and therefore make these semantically encoded data 

accessible via the HTTP protocols. 

Tim Berners-Lee (2006) outlined four principles of Linked Data for publishing 

data on the Web in a way that all published data becomes part of a single global space: 

I. Use URIs to identify things. 

II. Use HTTP URIs so that these things can be referred to and looked up by 

people and user agents. 

III. When its URI is looked up, provide useful information about the thing, the 

using standards (RDF, XML, SPARQL) 

IV. Include links to other UIRs to improve discovery of other related 

information on the Web. 

These have become known as the ÒLinked Data principlesÓ, and provide a basic 

recipe for publishing and connecting data using the infrastructure of the Web while 

adhering to its architecture and standards. Berners-Lee, in his presentation on Linked 

Data at the TED 2009 conferences, further restated the principles as three extremely 

simple rules: 

I. All kinds of conceptual things, they have names now that start with HTTP 

(in URI format). 

II. The information transferred is in a standard format which is kind of useful 

data that somebody might like to know about that thing, about that event. 

III. The information transferred also contains relationships. And when it has 

relationships, whenever it expresses a relationship then the other thing 

that it's related to, is given one of those names that starts with HTTP. 

Since its inception, it gained extreme popularity in the community of Semantic 

Web research as it is a very practical and easy accessible way for everyone to post 

their data. As of today most of the Linked Data is generated automatically by converting 
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existing structured data sources (typically relational databases) into RDF, using an 

ontology that closely matches the original data source.  

 

 

Figure 11: LOD Linking Open Data Cloud D iagram  

By Richard Cyganiak and Anja Jentzsch (http://lod-cloud.net) 

 

For example, the most visible example of adoption and application of the 

Linked Data principles has been the Linking Open Data project that is proposed by the 

W3C Semantic Web Education and Outreach group and is to extend the Web with a 

data commons by publishing various open datasets as RDF on the Web and by setting 

RDF links between data items from different data sources. Participants in the early 

stages of the project were primarily researchers and developers in university research 

labs and small companies. Since that time the project has grown considerably, to 

include significant involvement from large organizations such as the BBC, Thomson 
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Reuters and the Library of Congress. In October 2007, datasets consisted of over two 

billion RDF triples, which were interlinked by over two million RDF links. By November 

2010 this had grown to 26 billion RDF triples, interlinked by around 395 million RDF 

links (as of this date, they do not have the 2011 data yet). An indication of the range and 

scale of the Web of Data originating from the Linking Open Data project is provided in 

Figure 11. Each node in this cloud diagram represents a distinct data set published as 

Linked Data as of September 2010. 

DBpedia is in a center place as shown in the above figure. In fact, it is a source 

of structured information extracted from WIKIPEDIA containing about 3.64 million 

concepts (DBpedia 3.7,  2011) that are classified with a consistent ontology described 

by 1 billion RDF triples, including abstracts in 97 different languages. Because of the 

vastness and diversity of the data in DBPEDIA, it presents itself as a hub for links in the 

Web of Linked Data from other sources (Auer et al., 2007). For example, GeoNames 

contains over 8 million geographical names gathered from over 40 different sources. It 

primarily exposes its data as a flat-file structure that is described with a simple ontology 

(http://www.geonames.org/ontology/). GeoNames is linked to DBpedia using the 

owl:sameAs property asserting the equivalence of instances. LinkedGeoDATA is a 

geospatial source with its data imported from the Open Street Map (OSM) project 

containing about 2 billion triples. The data extracted from the OSM project was linked to 

DBpedia by expanding on the user created links on OSM to WIKIPEDIA using machine 

learning based on a heuristic on the combination of type information, spatial distance, 

and name similarity (Auer, Lehmann, and Hellmann, 2009). UMBEL is a lightweight 

reference structure of 20,000 subject concept classes and their relationships derived 

from OpenCyc, which can act as binding classes to external data. It also has links to 1.5 

million named entities from DBpedia. 

4.3.4 Various Matching Approaches 

To fully utilize the upper ontology or Linking Open Data (LOD) and support 

ontology operations such as aligning and merging requires finding a reliable way to 
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measure the similarity between concepts of source ontologies.  Such approaches or 

techniques could be categorized into two groups: on one hand it is to measure similarity 

between concepts based on their lexical and taxonomic characteristics and on the other 

hand it is to explore the similarity based on their non-taxonomic relations. 

From the lexical and taxonomic approach, Lee et al. (2001), Muller et al. (2006) 

suggested the method known as edit distance to measure the similarity between two 

terms in which the similarity is measured based on the number of insertion, deletion and 

substitutions to transfer one term into other. Furthermore, researchers (Miller, 1995; Noy 

and Musen, 2001; Giunchiglia et al., 2007; Aleksovski et al., 2006) suggest several 

criteria that can be used to decide if the two concepts are similar from the taxonomic 

point of view i.e., their direct super-concepts are similar; their sibling-concepts are 

similar; their direct sub-concepts are similar; their descendant-concepts are similar; their 

leaf concepts are similar; and concepts in the paths from the root to those concepts are 

similar.  

Farooq, Arshad and Shah (2010) proposed a layered way to measure similarity 

from non-taxonomic matching. They take the conceptual schemas of two ontologies as 

input in the first step in which concepts with their super-concepts and non-taxonomically 

relating concepts along with synonyms of concepts are acquired. The second step takes 

the ordinary way to decide their primary, similarity so-called lexical similarity. Then those 

concepts are further explored for their taxonomic similarity in step 3. Above these layers, 

only those filtered concepts will be tried to find their non-taxonomic similarity in the final 

step. 

Wang and Xu (2008) presented the Lily mapping system that uses different 

syntactic and semantic similarity measures and then unions the result with the 

experiential weights. It then applies similarity propagation matches with strong 

propagation condition and the matching algorithm utilizes the results of literal matching 

to produce more alignments. Similar to LilyÕs approach using weights to evaluate the 

matching, Mao, Peng and Spring (2010) developed an adaptive approach, called 
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PRIOR+, by aggregating different similarities and adopting the neural network based 

constraint satisfaction model to improve overall mapping performance from previously 

aggregated results. The approach first measures both linguistic and structural similarity 

of ontologies in a vector space model, and then adaptively filters out false mapping and 

aggregates multiple similarities by weighting them with the new measure called 

ÒharmonyÓ defined as an estimator of performance of similarity. It then utilizes the 

interactive activation and competition neural network to improve mapping accuracy by 

searching a solution that best satisfies ontology constraints. The approach also 

integrated the benchmark tests from OAEI (see Section 5.4) ontology matching 

campaign 2008 to evaluate their approach and claimed it outperforms in most of 

benchmark cases. 

Li et al. (2009) suggest combining multiple strategies to improve the matching 

effectiveness and created a dynamic multi-strategy ontology alignment framework 

named RiMOM.  They point out the that similarity characteristics between ontologies 

may vary widely, the uses the Bayesian theory to quantitatively estimate the similarity 

characteristics for each alignment task in which RiMOM evaluates both textual and 

structural characteristics of input ontologies. It then implements different matching 

strategies where each defined strategy is based on one kind of ontological information. 

To combine different strategies, it conducted a linear-interpolation method and uses 

similarity propagation process to refine the existing alignment to find new possible 

alignment.  The importance of RiMOM is that it focuses on the uncertain nature of the 

mapping process and considers such possible changes in the integration process.   

The work from Nagy et al. (2007, 2010) focused on using multiple agents to 

achieve a collective intelligence due to the fact a particular domain could become larger 

and more complex, open and distributed over the time. It evaluates different ontology 

representation, quality and size problems under their multi-agent ontology mapping 

framework DSSim in which each mapping agent has its own individual belief over the 

solution. However before the final mapping is proposed the agent creates the result 
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based on consensus between the different mapping agents. Such a process reflects 

how humans reach consensus over a difficult issue. 

Since Linking Open Data (LOD) is recognized as a major milestone in realizing 

Semantic Web, the applications based on LOD are booming and researchers provides 

different approaches to integration LOD datasets with the local ontologies.  Jain et al. 

(2010) present a system called ÒBLOOMSÓ for finding schema-level links between LOD 

datasets for ontology integration which is based on the idea of bootstrapping information 

rooted on the LOD cloud and utilizes EuzenatÕs Alignment API (2004) as a base system 

by exploiting its capabilities which complement the native BLOOMS bootstrapping 

approach. 

 

4.4 Various Evaluation Frameworks 

Given the various approaches of using ontology to facilitate semantic 

integration, it is necessary to identify the criteria for testing and gauging the integration 

performance, which could not only be used for evaluation purposes but also be used as 

a guide for future development of semantic integration systems. However, in the early 

stage of semantic integration, it is difficult to assess the efficacy of these approaches 

because their developers each use their own integration formats, test data sets, and 

evaluation metrics. 

Some research has been done approaching this goal by comparing some 

ontology toolsÕ functionalities and performance to evaluate if these tools are sufficiently 

mature to be subjected to user and usability testing, or if some criteria should be 

considered when developing integration software. McGuiness et al. (2000) compares 

the efficiency of ontology merging with a simple plain-text editor, merging with the 

Ontolingua editor and merging with the specialized tool Chimaera. Lambrix and Edberg 

(2003) took software packages ProtŽgŽ-2000 with PROMPT and Chimaera to the test 

with computing scientist and biologists. A main difference between the two appeared to 

be that Chimaera deals with where something should happen whereas PROMPT 
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suggests what actions can/should be taken; ChimaeraÕs merging is faster because it 

incorporates the non-matched concepts into the other ontology automatically. The tool is 

less user-friendly because there are many menu options Ð this also may be interpreted 

as having more functionality than PROMPT and thereby a flatter learning curve. 

Contrary to previously reported research that Òbiologists just cannot formalize their 

knowledge wellÓ, hence are not well equipped to work directly with ontologies, Lambrix 

and Edberg did not find a significant difference between the two types of users when 

they were integrating the Gene Ontology with the Signal Ontology.  

The EU OntoWeb project  (Fern‡ndez-L—pez et al., 2002) provides an 

evaluation framework to compare four major ontology integration systems: PROMPT 

(with extension Anchor-PROMPT (Noy and Musen, 2001), Chimaera (McGuinness and 

colleagues, 2000), FCA-Merge (Stumme and Maedche, 2001) and ODEMerge (Ramos, 

2001).  They suggested the comparison could be evaluated from 12 aspects. Some of 

selected criteria concern the architecture and technological requirements and metrics of 

ontology tools. Some core concerns are: if the ontology merging tool is integrated in 

some development ontology tool, what platforms are required to appropriately install the 

tool, and how efficiently and stable the ontology tool can perform. It also concerns the 

possible backup, update and management of different versions of ontologies. Another 

aspect relates to the in-depth review of information to be integrated and mainly 

investigates it during the mapping process. By adding additional features or functions, 

for example, electronic dictionaries, thesauri, Lexicons, Graph structure, to information, 

the mapping of ontologies and information integration processes could be more efficient. 

More importantly, the added-on features or functions may affect the semantics to be 

integrated.  So the authors argue that it is necessary to monitor the information change 

during the entire process. The third aspect evaluates the usability of ontology tools by 

exploring their help system, visualization, and possible suggestions and feedback the 

ontology tools can provide to users during the merging process. To identify the origins of 

ontology tools, they also evaluate the support of some methodology and techniques. It 
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is important to know whether the tool has a methodological support or not. It is also 

important to know what techniques are supported by the tool. This framework depicted a 

good picture of ontology integration tools by focusing on their functionality, 

interoperability and visualization, but did not include tests on the quality of the 

alignment, mainly due to the timing of the research when the development and 

application of ontology integration tools were still not mature. 

In 2004, two different experiments for the evaluation of the alignment tools were 

launched: the ontology alignment contest held by the International Workshop on the 

Evaluation of Ontology-based Tools (EON) (Euzenat, 2004) and the evaluation of 

ontology alignment tools organized by the Information Interpretation and Integration 

Conference (I3CON) (2004). Their main goals were to show how it is possible to 

evaluate ontology alignment tools and provide a framework for the evaluation of the 

alignment tools. In 2005 EON and I3CON organized a unique evaluation campaign 

(Euzenat, Stuckenschmidt and Yatskevich, 2005) and then formally called Ontology 

Alignment Evaluation Initiative (OAEI). It is today widely considered as the major 

framework to compare various ontology integration approaches. A major insight of the 

ontology alignment evaluation initiative (OAEI) (Euzenat et al., 2009) is that there is no 

best method or system for all existing matching problems. The factors influencing the 

quality of alignments range from differences in lexical similarity measures to variations 

in alignment extraction approaches. The experiment consists of three parts: it features 

two real world blind tests (anatomy and directory) in addition to the systematic 

benchmark test suite. While in blind tests the result expected from the test is not known 

in advance by the participants, the evaluation organizers in the systematic benchmark 

test suite provide the participants with the pairs of ontologies that are described in OWL-

DL and serialized in the RDF/XML format to align as well as expected results. The 

expected alignments are provided in a standard format expressed in RDF/XML. 

Through the entire experiment, the standard evaluation measures are precision and 

recall computed against the reference alignments (Euzenat , 2005).  
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In the systematic benchmark test a task set including 53 tasks has been 

produced to identify the areas in which each alignment algorithm is strong and weak. 

The test is based on one particular reference ontology dedicated to the very narrow 

domain of bibliography and many variations of it. The participants have to use their 

algorithms to match this reference ontology with the variations. The algorithms were to 

be performed without intervention. The directory real world case consists of aligning 

web site directories (like open directory or online directories of Google, Yahoo and 

Looksmart). There are more than two thousand elementary tests. The key idea of the 

data set construction methodology was to significantly reduce the search space for 

human annotators. Instead of considering the full mapping task, it uses semi automatic 

pruning techniques in order to significantly reduce the search space. The dataset was 

originally presented in its own format. The mappings were presented as pairwise 

relationships between the nodes of the web directories identified by their paths to root. 

Since the systems participating in the evaluation all take OWL ontologies as input the 

conversion of the dataset to OWL was performed. In the conversion process the nodes 

of the web directories were modeled as classes and the classification relation 

connecting the nodes was modeled as rdfs:subClassOf relation. Therefore the matching 

task was presented as 2265 tasks of finding the semantic relation holding between 

paths to root in the web directories modeled as sub class hierarchies.  

The results for the web directory matching task showed the web directories 

matching task is very hard as even the best systems only found about 30% of mappings 

from the dataset (i.e., have a Recall about 30%). They argue the evaluation results can 

be considered from two perspectives. On the one hand, they are a good indicator of real 

world ontology matching complexity. On the other hand the result provided in-depth 

information about the quality of the dataset used in the evaluation, which was then 

extensively used to analyze the four properties of dataset quality: complexity, 

discrimination capability, incrementality and correctness (Avesani, Giunchiglia, and 
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Yatskevich, 2005) which are widely used in the large scale taxonomy mapping 

evaluation and were adopted by OAEI.  

An anatomy case focused on confronting existing alignment technology with 

real world ontologies (OAEI 2011/2010/2009 at the ISWC ontology matching workshop).  

The task is placed in the medical domain in which the ontologies to be aligned are two 

different representations of human anatomy developed independently by teams of 

medical experts. As the aim is to evaluate the alignment technologies on real world 

problems, the selected ontologies are very complex and include very large models. For 

example, OAEI 2011 is using the anatomy real world case about matching the Adult 

Mouse Anatomy with 2744 classes and the NCI Thesaurus with 3304 classes.  The 

OWL models are more than 50 MB; they include extensive class hierarchies with 

thousands of classes organized according to different views of the domain; classes are 

connected by a number of different relations to reflect the complex relationships of 

concepts. Such complexity implies that the task will be challenging from a technological 

point of view and is very similar to real world problems. The OWL versions of the 

ontologies are extracted from two ontologies and both contain classes and relations 

between them. The task is to find alignment between classes in the two ontologies. In 

order to find the alignment, any information including background knowledge in the two 

models can be used (further discussion on OAEI in section 5.4).  

Besides these, Lambrix and Tan propose the KitAMO framework (2007) for 

comparative evaluation of ontology alignment strategies. They evaluate the 

implementation with respect to performance and illustrate how the system can be used 

to evaluate and compare alignment strategies and their combinations in terms of 

performance and quality of the proposed alignments. Further, they show how the results 

can be analyzed to obtain deeper insights into the properties of the strategies.                 
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Figure 12: The KitAMO framework  

(Lambrix and Tan, 2007)    

          

Figure 12 illustrates the KitAMO framework: It receives as input different 

alignment components that include, e.g. various matchers, filters and combination 

algorithms. The matchers calculate similarities between the terms from the different 

source ontologies and they can implement strategies based on linguistic matching, 

structure based strategies, constraint-based approaches, instance-based strategies, 

strategies that use auxiliary information or a combination of these. Alignment 

suggestions are determined by combining and filtering the results generated by one or 

more matchers, and then passed to evaluation tools. KitAMO contains a database of 

evaluation cases which is built in advance. Each case consists of two ontologies and 
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their expected alignments produced by experts on the topic area of the ontologies. The 

alignment components are evaluated using these cases. The evaluation tool in the 

framework provides the wrapper that allows the alignment components to work on the 

ontologies in the database of evaluation cases, and provides the interface where the 

user can decide, e.g. which evaluation cases are used, and how these alignment 

components cooperate. The evaluation tool also has the responsibility to save the 

similarity values generated by the alignment components to the similarity database, and 

retrieves these similarity values from the database when required by the analysis tool. 

The analysis tool receives as input data from the database of evaluation cases, 

similarity values retrieved by the evaluation tool from the similarity database, and 

possibly previously generated data from the analysis database. The analysis tool allows 

a user to analyze different properties of the evaluated alignment components and their 

combinations. For instance, it is possible to analyze such things as the similarity values 

between terms from different matchers, the performance of the matchers, and the 

quality of the alignment suggestions generated by different matchers and their 

combinations with different filters. Through the analysis tool the user can also save the 

evaluation results into the analysis database and produce an evaluation report. 

Equally important as performance and functionality for ontology-driven semantic 

integration software is creating clarity in types of integration, and when clearer 

distinctions and definitions are formulated it is also possible to identify more precisely 

the most appropriate integration operations for certain goals based on given input. For 

example, merging ontologies of the same domain will benefit from a linguistic analysis of 

concept names and relations by label comparisons and the use of a thesaurus or 

content learners. On the other hand, if one wants to integrate ontologies by using 

sections of multiple ontologies for a conceptual model, or a new domain ontology, the 

feature of multiple such if-then suggestions, based on heuristics and theory, which suits 

a separate research effort to cover it comprehensively, will be beneficial. However such 

research is scarce in the community of ontology driven information integration. This is 
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mainly because the last couple of years is the period in which ontology and ontology 

related applications grew with full speed and it was not very practical to categorize or 

summarize tools and methods still under the development.   

! !
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CHAPTER 5  

DIMENSION CONSTRUCTION 

The literature review in previous chapters shows that current research in 

ontology-driven semantic integration includes many fields with different approaches. 

Implementation also varies: some systems or tools are still in the stage of academic 

prototypes while some are accepted and applied in large-scale industrial applications. 

There is also a lack of a general framework for semantic integration that can define what 

components it should include. Therefore it is not wise to use criteria derived from only 

one system to evaluate other systems. The careful review of the literature that provides 

a broad picture of integration research suggests that research is needed to identify the 

most important aspects of semantic integration. 

This chapter collects the important concepts and technologies about semantic 

integration and categorizes them into four dimensions to construct a new framework. 

Each dimension represents an important aspect of semantic integration and semantic 

integration tools/systems. Classification of these concepts and technologies and 

analyzing the relationship between them will help us disclose how these concepts 

collectively contribute to the growth of the whole research community and help answer 

our research questions in the next chapter. 

 

5.1 Ontology Encoding Dimension  

The Ontology Encoding Dimension contains the concepts, logics, and 

technologies building the ontology foundation of semantic integration.  To better 

understand a current ontology-driven integration approaches, it is necessary to know 1) 

which knowledge domain they originated in; and 2) its theoretical or logic foundation. 

As mentioned in 3.4.3, the most popular language of building ontology, OWL, is 

based on Description Logic (DL).  The fundamental modeling concept of a DL is the 

axiom - a logical statement relating roles and/or concepts. It was widely used in artificial 
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intelligence for formal reasoning on the concepts of an application domain (known as 

terminological knowledge). Given the fact that it was first introduced into knowledge 

representation (KR) domain to provide formal logic-based semantics, DL is of particular 

importance in providing a logical formalism for Ontologies and the Semantic Web 

(Baader, Horrocks and Sattler, 2007). 

  The DARPA Agent Markup Language (DAML) and Ontology Inference Layer 

(OIL) ontology languages for the semantic web can be viewed as syntactic variants of 

Description Logic (Horrocks and Sattler, 2001). The DAML+OIL DL was developed as a 

submission to (Horrocks and F. Patel-Schneider, 2005) the World Wide Web 

Consortium (W3C) Web Ontology Working Group (Web Ontology Working Group 

Charter, 2003). In 2004, the Web Ontology Working Group completed its work by 

issuing the OWL (W3C Press Release, 2004) recommendation. The W3C OWL 

Working Group began work in 2007 on a refinement of OWL (OWL Working Group 

Charter, 2007). In 2009, this was completed by the issuance of the OWL2 

recommendation (Hitzler, et. al, 2009). OWL DL and OWL Lite semantics are based on 

DLs.  They combine a syntax for describing and exchanging ontologies, and formal 

semantics that gives them meaning. For example, OWL DL corresponds to the SHOIN 

(D) description logic (Horrocks, Schneider and Harmelen, 2003) while OWL 2 

corresponds to the SROIQ(D) logic (Hitzler, Krštzsch, and Rudolph, 2009).   

Description Logic can also be explored from two levels. The bottom level is the 

syntax level that defines the collections of symbols as the legal expression, while the 

upper level is the semantic level that determines meaning. The syntax of description 

logic is used to form concept relationships such as intersection or conjunction, union or 

disjunction, negation or complement, universal restriction and existential restriction. The 

semantics of description logic are defined by interpreting concepts as sets of individuals 

and roles as sets of pairs of individuals. Those individuals are typically assumed from a 

given domain. The semantics of non-atomic concepts and roles are then defined in 
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terms of atomic concepts and roles. This is done by using a recursive definition similar 

to the syntax. 

Many Description Logic models are fragments of first order logic (FOL) that can 

be used to represent a domain in a structured and formally well-understood way. Some 

DLs now include operations allowing efficient inference that cannot be expressed in 

FOL. Description Logic is a very good way for representing and inferring relationships 

and values from known relationships, and is an important theoretical foundation of the 

ontology-driven semantic integration. Therefore it is chosen as the first important area or 

component to the Ontology Encoding dimension. 

The other important foundation for semantic integration is Ontology.  Since 

Ontology was originated from the philosophical study of the nature of being, existence, 

or reality and is traditionally listed as a part of the major branch of philosophy known as 

metaphysics, this research is trying to avoid the philosophical focus of ontology on 

questions concerning what entities exist or can be said to exist (which is beyond the 

scope of this research), but concentrates on fundamental technologies to encode 

information, to build relationships between the concepts, to construct ontology, and to 

conduct automated logical inference as follows. 

In most of todayÕs semantic integration practices as reviewed in the previous 

chapters, RDF and OWL have already gained popularity and proven their effectiveness 

on describing resources in a machine-readable way and building most of todayÕs 

ontologies. The Resource Description Framework (RDF) is a family of World Wide Web 

Consortium (W3C) specifications originally designed as a metadata data model. It is 

revolutionary because it provides a way by which automated software can store, 

exchange, and use machine-readable information distributed throughout the Web, in 

turn enabling users to deal with the information with greater efficiency and certainty. 

RDF's simple data model and ability to model disparate, abstract concepts has also led 

to its increasing use in knowledge management, Semantic Web and then semantic 

integration domains. 
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RDF can be further explored from two aspects. The first one is viewing RDF as 

a triple: The RDF data model is similar to classic conceptual modeling approaches such 

as Entity-Relationship or Class diagrams, as it is based upon the idea of making 

statements about resources (in particular Web resources) in the form of subject -

predicate- object  expressions. These expressions are known as triples in RDF 

terminology. The subject denotes the resource, and the predicate denotes traits or 

aspects of the resource and expresses a relationship between the subject and the 

object. For example, one way to represent the notion "Wenlong has a laptop" in RDF is 

as the triple: a subject denoting "Wenlong", a predicate denoting "has", and an object 

denoting "a laptop". The other way of representing it is to consider RDF as a graph: A 

collection of RDF statements intrinsically represents a labeled, directed multi-graph. As 

such, an RDF-based data model is more naturally suited to certain kinds of knowledge 

representation than the relational model and other ontological models. However, in 

practice, RDF data often persists in relational database or native representations also 

called Triplestores, or Quad stores if context is also persistent for each RDF triple.  

RDF was emerging before the semantic web concept that was first mentioned 

by Berners-Lee in 2001. It has come to be used as a general method for conceptual 

description or modeling of information that is implemented in web resources, and 

becomes a major component in what is proposed by the W3C's Semantic Web activity 

to describe resources. The W3C published a specification of RDF's data model and 

XML syntax as a Recommendation in 1999. Work then began on a new version that 

was published as a set of related specifications in 2004.  In June 2010, W3C organized 

a workshop to gather feedback from the Web community and discuss possible revisions 

and improvements to RDF. 

The subject  of an RDF statement is either a Uniform Resource Identifier (URI) 

or a blank node, both of which denote resources. Resources indicated by blank nodes 

are called anonymous resources. They are not directly identifiable from the RDF 

statement. The predicate  is a URI that also indicates a resource, representing a 
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relationship. The object  is a URI, blank node or a Unicode string literal. In Semantic 

Web applications resources tend to be represented by URIs that intentionally denote, 

and can be used to access actual data on the World Wide Web. But RDF, in general, is 

not limited to the description of Internet-based resources. In fact, the URI that names a 

resource does not have to be de-referenceable at all. For example, a URI that begins 

with "http:" and is used as the subject of an RDF statement does not necessarily have to 

represent a resource that is accessible via HTTP, nor does it need to represent a 

tangible, network-accessible resource Ñ such a URI could rep resent absolutely 

anything.  

Therefore, producers and consumers of RDF statements must agree on the 

semantics of resource identifiers. Such agreement is not inherent to RDF itself, although 

there are some controlled vocabularies in common use, such as Dublin Core Metadata, 

which is partially mapped to a URI space for use in RDF. The intent of publishing RDF-

based ontologies on the Web is often to establish the intended meanings of the 

resource identifiers used to express data in RDF. For example, the URI 

http://www.w3.org/TR/2004/REC-owl-guide-20040210/wine#merlot is intended by its 

owners to refer to the class of all Merlot red wines, an intent which is expressed by the 

OWL ontology Ñ itself an RDF document Ñ in which it occurs.  

Furthermore, based on RDF's simple data model and ability to model disparate, 

abstract concepts, OWL is developed and adds more vocabulary and inferences for 

describing properties and classes to construct ontologies which are definition and 

classification of concepts and entities, and the relationship between them.  More 

specifically, in the late 1990s, the World Wide Web Consortium (W3C) Metadata Activity 

started work on RDF Schema (RDFS), a language for RDF vocabulary sharing. The 

RDF became a W3C Recommendation in February 1999, and in 2004 RDFS became a 

W3C Recommendation. Though RDFS provides some support for ontology 

specification, the need for a more expressive ontology language had become clear 

(Lacy 2005) and OWL is developed to serve this purpose. Those two are working 
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together today as the building blocks of the semantic Web and other semantic 

integration activities.  

As OWL is reviewed in the previous chapter, it is tightly related to Description 

Logic. First, OWL semantics are based on DLs which provides a logic foundation for 

member of OWL family. They combine a syntax (which is based on RDF/XML) for 

describing and exchanging ontologies, and formal semantics that gives them meaning. 

For example, OWL DL corresponds to the SHOIN (D) description logic, while OWL 2 

corresponds to the SROIQ(D) logic (Hitzler, Krštzsch, Rudolph, 2009).  From the logic 

perspective some important concepts used in OWL have strong relationship with 

Description Logic. An instance in OWL is an object and it corresponds to a description 

logic individual: A class is a collection of objects and it corresponds to a description logic 

concept.  A class may be a subclass of another, inheriting characteristics from its parent 

superclass. This corresponds to DL concept inclusion notated  ; All classes are 

subclasses of owl:Thing (DL top notated ), the root class; All classes are subclassed 

by owl:Nothing (DL bottom notated ), the empty class. No instances are members of 

owl:Nothing. Modelers use owl:Thing and owl:Nothing to assert facts about all or no 

instances (Lacy 2005). A property is a directed binary relation that specifies class 

characteristics. It corresponds to a description logic role. They are attributes of 

instances and sometimes act as data values or link to other instances. Properties may 

possess logical capabilities such as being transitive, symmetric, inverse and functional. 

Properties may also have domains and ranges. Languages in the OWL family support 

various operations on classes such as union, intersection and complement. They also 

allow class enumeration, cardinality, and disjointness. From the technical perspective, 

OWL Full is intended to be compatible with RDF Schema (RDFS), and to be capable of 

augmenting the meanings of existing RDF vocabulary (McGuinness, Harmelen, 2004). 

Hayes (2004) describes the formal semantics for RDF. This interpretation provides the 

meaning of RDF and RDFS vocabulary. So, the meaning of OWL Full ontologies are 

defined by extension of the RDFS meaning, and OWL Full is a semantic extension of 
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RDF (Patel-Schneider, Haynes and Horrocks, 2010). Therefore it is reasonable to say 

OWL, which rooted its logic foundation on Description Logic and technical foundation on 

the RDF model to encode information, provides a comprehensive platform upon which 

other ontology applications are built, especially for semantic integration practices. 

 

5.2 Conceptual Dimension  

Different methods used to approaching integration have great impact on the 

operation and functions of ontology-driven integration practice; processes based on 

these different methods can integrate different parts of input ontologies such as 

concepts, template slots, taxonomies, relations, partitions, decompositions, and 

relations and functions. In fact, different approaches represent the different underlying 

meanings and different levels of integration. The concept of integration could actually 

mean integration, merges, use, mapping, extending, etc.   

Below is the summary and definition of all concepts that have been used 

ambiguously in ontology-driven semantic integration. The current situation is each 

researcher in this area has to indicate first what type of integration method he/she refers 

to before presenting details of such particular type. The definitions, methods, or the 

meanings of some concepts are actually synonyms and homonyms. Therefore it is 

necessary for us to clarity each of these meanings of integration, the relationship 

between them, and to categorize them into the appropriate levels they may fit. 

Pinto et al. (1999) defined semantic Integration  between ontologies as reusing 

other available ontologies of different subject domains when building a new ontology.  

Sowa (2000) explained the integration as the process of finding commonalities between 

two different ontologies A and B and deriving a new ontology C that facilitates 

interoperability between computer systems that are based on the A and B ontologies. 

The new ontology C may replace A or B, or it may be used only as an intermediary 

between a system based on A and a system based on B. Depending on the amount of 

change necessary to derive C from A and B, different levels of integration can be 
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distinguished: alignment, partial compatibility and unification. And Mena et al. (1996) 

suggest the integration should also include the merging.  Therefore it is obvious that 

researchers include different levels (simply as reusing, or complex as aligning, 

unification, merging, etc.) of integration and it is necessary to further check all those 

sub-concepts. 

Soma (2000) explained Unification  as everything that can be done with one 

can be done in an exactly equivalent way with the other. In fact it is similar to PintoÕs 

(1999) explanation about Merging  which was clarified as combining different ontologies 

with the same subject domain and creating a unified ontology.  

Another relationship between unification and merging can be seen from Mitra et 

al. (1999) as they use Merging  synonymously with unification. They consider that 

merging is to create monolithic knowledge base from the intersection of ontologies. 

Similarly, Stumme and MŠdche (2001b) considered the merging process is to take input 

two (or more) source ontologies and to return a merged ontology based on the given 

source ontologies. Instead of combining different ontologies which can result in some 

ambiguity such as meaning total of different (complementary) ontologies or the similar 

ontologies, Kalfoglou and Schorlemmer (2002) explained merging as the intersection of 

the two given ontologies, a high level of Mapping , and suggested the engineer should 

be in charge of making decisions that will affect the merging. They also pointed out that 

the reference distinguishes merging from mapping in that the former has human 

intervention.  

Further clarifying the difference between merging and Mapping , Madhavan et 

al. (2002) explained mapping as a set of formulae that provide the semantic 

relationships between the concepts in the ontologies. Therefore, it is quite reasonable to 

think of mapping as intersection between two ontology components instead of the 

complete ontologies merging to create, which is followed by many researchers: Doan et 

al. (2002) defined mapping as finding the corresponding semantic concepts in the 

ontologies that are to be integrated; Kalfoglou and Schorlemmer (2002) proposed 
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mapping as taking two local ontologies populated with instances and having a reference 

ontology and placing the local one onto the reference one to create a global ontology. 

Currently, most of the works carried out in this field are specifically on its lifecycle 

(discovery, composition, exploitation) (Kalfoglou and Schorlemmer, 2005). However, the 

semantics of the mapping relation can be extended to express overlapping, 

subsumption, transformation, etc. (Noy and Stuckenschmidt, 2005).  

To better explaining the mapping, Pinto et al. (1999) clarified the concept of 

Alignment  as the mapping of concepts and relations between multiple ontologies based 

on preservation of the partial ordering and synonyms, as well as the possible 

introduction of new concepts that will function as sub- or super-types. Gangemi et al. 

(1998) added alignment is useful for classifications and information retrieval but it does 

not support deep inferences and computations. It is the weakest form of integration 

(among unification, merging, mapping)  which requires minimal changes but can only 

support limited kinds of interoperability. To fulfill this gap, Sowa (1997) and Pinto et al. 

(1999) promoted the concept of Partial Compatibility  as when any inference or 

computation that can be expressed in one ontology using only the aligned concepts and 

relations can be translated to an equivalent inference or computation in the other 

ontology. Partial compatibility requires more changes (compared to alignment) in order 

to support more extensive interoperability even though there may be some concepts or 

relations in one system or the other that could create obstacle to full interoperability. 

Therefore it is reasonable to derive that unification, which is like Òtotal compatibilityÓ 

(Gangemi et al., 1998), is higher than alignment and partial compatibility. In fact 

unification may require changes or major reorganizations of ontologies A and B, but it 

can result in the most complete interoperability. 

On the other hand, the concept Approximate  was raised by Akahani et al. 

(2002) as mapping concepts but cannot reach the exact matches. Marjomaa (2002) 

identified another type of operation Ð Extending  Ð between two ontologies by adding 

the second ontology as an extra branch to the main ontology, incrementally loading 
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more ontologies to the original one. This is depicted in the Figure 13. Another common 

type of operation in practice is the Use of more than one ontologies in an application. 

This is generally considered as an even lower level of integration, because this type of 

integration does not intend to modify ontologies in any way but merely uses some 

concepts as they are.  

 

 

Figure 13: Extending  

(Marjomaa, 2002) 

!

To further clarify the mapping and alignment, mapping can involve an extending 

of a second ontology into the main ontology which behaves like a backbone ontology 

(Guarino and Welty, 2000), or involve a local ontology integrated into a global or 

reference ontology, or involve the mapping that can connect two entirely different 

ontologies. Comparing these to SowaÕs explanation of integration which is composed of 

alignment, partial compatibility, and unification, it is clear that mapping referred here is 

more powerful than the alignment because mappings, achieved by finding semantic 

relationship from the concepts that may be just loosely related, does not require 
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concepts and relations as strictly aligned as in the alignment of ontologies, therefore it 

can be applied to more advanced integration tasks. 

 

Table 1: Concepts Formalization 

Concept  
Level of 
Integration Definition/Synonym 

Unification ***** Total Compatibility; Merging in the different domains 
Merging **** Partial compatibility; Merging in the same domain  

Mapping *** 
Automatic Merging on Components: Intersection 
Ontology 

Approximation ** Mapping without exact match 
Alignment ** Mapping with ordering and synonyms 
Extending ** Incremental Loading 
Use * Using concepts as is 

 

Another important concept in integration is Matching . Bernstein et al. (2000) 

consider it as the correspondence between individual concepts of the two ontologies, 

which makes it similar to Alignment . Mitra et al. (1999) has a similar view that matching 

is finding the correspondence of terms, based on a set of rules, to create the 

intersection. Weinstein and Birmingham (1999) also shared this view and described 

matching as the identification of maximal one-to-one correspondences between 

elements (e.g. concepts) of the compared definitions between request and 

recommendation ontologies. Furthermore, matching enables analysis of similarities and 

differences between the concepts to predict their semantic compatibility. Doan et al. 

(2002) declared that the matching problem is to find semantic mappings between them. 

But it should be noted that in his articles he generally uses mapping and matching 

almost interchangeably though he also noted that matching is used for the automated p-

art while mapping is for the overall process that usually involves human intervention. 

Table 1 shows all those concepts and their corresponding level of integration in practice. 
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5.3 Application Dimension  

In the Application Dimension, various applications are developed for syntactic, 

structural, and semantic integration within different focused areas like ontology building, 

ontology repository, or the upper level integration work. In this Dimension, the research 

is not trying to compare selected applications --- in fact, they are not very comparable as 

they may concentrate different areas of semantic integration --- or to find which 

application or system is best because system and technology development is 

continuous process and different leaders may emerge at different stages. More 

importantly, some applications may perform better if they work together for certain tasks. 

Ontology-driven applications have improved enormously since the creation of the first 

tool. By taking into consideration its evolution, the research distinguishes several 

categories: 

 

5.3.1 Query and Inference Language 

Query and Inference languages are used to identify the semantics from the 

encoded data, especially RDF data. The predominant query language for RDF graphs is 

SPARQL, a SQL-like language. Since RDF and OWL are the fundamental ontology 

building languages, SPARQL is widely used in various applications to query the 

information encoded in RDF and existing in different ontologies. It was standardized by 

the RDF Data Access Working Group of the World Wide Web Consortium, and became 

an official W3C Recommendation on Jan. 15, 2008. An example of a SPARQL query to 

show country capitals in Asia is shown below: 

PREFIX abc: <nul://sparql/exampleOntology#>   .  
SELECT ?capital ?country  
WHERE {    
  ?x abc:cityname          ?capital ;       
                           abc:isCapitalOf          ?y.    
  ?y  abc:countryname    ?country ;       
      abc:isInContinent     abc:Asia.  
  }   
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There also exist other tools to query RDF. For example, RDQL, precursor to 

SPARQL, is also SQL-like; RQL/RVL, one of the first declarative languages for uniformly 

querying RDF schemas and resource descriptions, is implemented in RDFSuite. 

 

5.3.2 Ontology Development Methodology 

Uschold and King (1995) described a skeletal methodology for ontology 

construction that is based largely on the experience of developing the enterprise 

ontology (Uschold, 1996). Uschold (1996) further defined it and include several stages:  

I. Identifying purpose: determines the level of formality at which the ontology 

should be described. 

II. Identifying scope: a ÒSpecificationÓ is produced which fully outlines the range of 

information that the ontology must characterize. This may be done using 

motivating scenarios and informal competency questions, i.e. produce a list of 

potentially relevant concepts and delete irrelevant entries and synonyms.  

III. Formalization: create the ÒCodeÓ, formal definitions and axioms of terms in the 

Specification.  

IV. Formal evaluation: the criteria used may be general or specific to a particular 

ontology, such as checking against purpose or competency questions. This 

stage may cause a revision of the outputs of stages 2 & 3. 

Their enterprise approach distinguishes between the informal and formal 

phases of ontology construction. The informal phase involves identifying key concepts 

then giving text definitions for concepts and relationships. As the use of existing 

knowledge acquisition techniques is recommended for this informal stage, no advice is 

given on how to identify ontological concepts in their approach. 

METHONTOLOGY (Gomez-Perez, 1996) was initiated to identify the activities 

that are involved in the development of ontologies. Such activities could include building 

ontologies completely from scratch, or those activities involved in re-engineering 

ontologies. As summarized in 3.3.3, activities could be categorized into several stages:  
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I. Specification: The output of this phase is a natural-language ontology 

specification document.  

II. Knowledge acquisition: It can be achieved by expert interviews and analyses of 

texts.  

III. Conceptualization: in this stage, domain terms are identified as concepts, 

instances, verbs relations or properties and each are represented using an 

applicable informal representation. 

IV. Implementation: the ontology is formally represented in a language, such as 

OWL 

V. Maintenance and Evaluation:  Various techniques used are largely based on 

those used in the validation and verification of knowledge-based systems. 

Gomez-Perez (1997) described that a set of guidelines is given on how to look 

for incompleteness, inconsistencies and redundancies. 

The life cycle of ontology development, in which these activities are ordered, is 

based on the refinement of a prototype even though METHONTOLOGY is largely for a 

single ontology building instead of ontology integration: An ontology building goes 

through specification, conceptualization, formalization, and implementation. Finally, the 

ontology enters the maintenance state in which evaluation and verification are carried. 

Such a life cycle could also be applied to integration tasks because in fact the result of 

ontology-driven semantic integration will generate a new ontology that is based on the 

specification, identification, and integration of the concepts of input ontologies. 

 

5.3.3 Ontology Development Tools  

This includes tools whose knowledge model maps directly to an ontology 

language. These tools were developed as ontology editors for a specific language. In 

this group it includes: the Ontolingua Server (Farquhar, Fikes, Rice, 1997), which 

supports ontology construction with Ontolingua; OntoSaurus (Swartout, Ramesh, 
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Knight, Russ, 1997) with Loom; and OilEd (Bechhofer, Horrocks, Goble, Stevens, 2001) 

with OIL first, later with DAML+OIL, and now with OWL. 

Integrated tool suitesÕ main characteristic is that they have an extensible 

architecture, and their knowledge model is usually independent of an ontology 

language. These tools provide a core set of ontology related services and are easily 

extended with other modules to provide more functions. This group includes ProtŽgŽ-

2000 (Noy, Fergerson, Musen, 2000), OntoEdit (Sure  et al., 2002) and WebODE. 

TodayÕs popular tools ODE and WebODE (Arp’rez, Corcho, Fern‡ndez-L—pez, 

G—mez-PŽrez, 2003) were built as the supporting technologies to METHONTOLOGY. 

As depicted in 3.3.3, one of its advantages is that other ontology tools and tool suites, 

such as ProtŽgŽ-2000, OntoEdit, and KAON, can also be implemented by following this 

methodology. As the offspring of the ontology design environment ODE, WebODE 

inherited many features of ODE, such as its graphic interface of ontology editing, and 

allows users to customize the knowledge model used for conceptualizing their 

ontologies.  Currently, WebODE contains an ontology editor, which integrates most of 

the ontology services offered by the workbench, an ontology-based knowledge 

management system (ODEKM), an automatic Semantic Web portal generator 

(ODESeW), a Web resources annotation tool (ODEAnnotate), and a Semantic Web 

services editing tool (ODESWS) (G—mez-PŽrez, Fern‡ndez-L—pez, Corcho, 2003)  

The WebODE ontology editor is a Web application built on top of the ontology 

access service (ODE API), which integrates several ontology building services from the 

workbench: ontology edition, navigation, documentation, merges, reasoning, etc. Three 

user interfaces are combined in this ontology editor: an HTML form-based editor for 

editing all ontology terms except axioms and rules; a graphical user interface, called 

ODEDesigner, for editing concept taxonomies and relations graphically; and WAB 

(WebODE Axiom Builder), for editing formal axioms and rules. Their most important 

features are highlighted as follows:  
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The main areas of The HTML interface for editing instance attributes of the 

concept are:  1) The browsing area to navigate through the whole ontology and to 

create new elements and modify or delete the existing ones; 2) The clipboard to easily 

copy and paste information between forms, so that similar ontology components can be 

created easily; 3) The edition area to insert, delete and update ontology terms (concepts, 

attributes, relations, etc.) with HTML forms, and tables with knowledge about existing 

terms. ODEDesigner eases the construction of concept taxonomies and ad hoc binary 

relations between concepts, and allows defining views to highlight or customize the 

visualization of fragments of the ontology for different users. Concept taxonomies are 

created with the following set of predefined relations: Subclass-Of, Disjoint-

Decomposition, Exhaustive-Decomposition, Partition, Transitive-Part-Of and 

Intransitive-Part-Of. The WebODE Axiom Builder (WAB) is a graphical editor for 

creating formal axioms and rules. This editor aims at facilitating the creation of such 

components by domain experts who have not much experience with modeling in first 

order logic.  

Moreover, the WebODE ontology documentation service generates WebODE 

ontologies in different formats that can be used to provide their documentation: HTML 

tables representing the METHONTOLOGYÕs intermediate representations and HTML 

concept taxonomies.  The WebODE merge service (ODEMerge) performs a supervised 

merge of concepts, attributes, and ad hoc binary relations from two ontologies built for 

the same domain. It uses natural language resources to find the mappings between the 

components of both ontologies so as to generate the resulting merged ontology. 

Finally, the WebODE workbench also provides the following ontology 

evaluation functions: the ontology consistency service and the RDF(S), DAML+OIL, and 

OWL evaluation services. The ontology consistency service provides constraint 

checking capabilities for the WebODE ontologies and is used by the ontology editor 

during the ontology building process. It checks type constraints, numerical values 

constraints, and cardinality constraints, and verifies concept taxonomies (i.e., external 
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instances of an exhaustive decomposition, loops, etc.). The RDF(S), DAML+OIL, and 

OWL evaluation services evaluate ontologies according to the evaluation criteria 

identified by G—mez-PŽrez (2001). They detect errors in ontologies implemented in 

these languages and provide suggestions about better design criteria for them.  

 

5.3.4 Linked Data and Upper Ontologies 

The advent of the Web of Linked Data creates a renewed method of ontology-

driven integration. As the data being published on the Web of Linked Data grows (which 

now contains 25 million RDF triples), it provides significant benefits in various domains 

where it is used in the integration of data as the general ontology from different sources. 

A necessary step to publish data in the Web of Linked Data is to provide links from the 

instances of a source to other data out there e.g. linking DBpedia to Wikipedia. Such 

conceptual links would ideally help a consumer of the information (agent/human) to 

model data from other sources in terms of their own knowledge. Such publishing 

process is actually the alignment process (Euzenat and Shvaiko, 2007), driven by the 

ontology established by the Linked Data, in which the activities are trying to find a set of 

correspondences between two ontologies. Such a correspondence is the semantics 

between classes, individuals, properties or formulas between different ontologies. 

Halpin and Hayes (2010) distinguish four types of semantics for these links: (1) same 

thing as but different context (2) same thing as but referentially opaque (3) represents, 

and (4) very similar to. 

This growth of Linked Data, especially the project the Linking Open Data (LOD), 

is enabled by the open nature of the project, where anyone can participate simply by 

publishing a data set according to the Linked Data principles and interlinking it with 

existing data sets. The European Commission has provided a support action to support 

the publishing and consumption of Linking Open Data. The goals are: 1) improve a 

round-the-clock infrastructure to monitor the usage and improve the quality of Linking 

Open Data; 2) provide low barrier access for data publishers and consumers; 3) develop 
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a library of open source data processing tools; 4) maintain a test-bed for processing 

Linked Data in combination with European Union data; 5) support the community with 

tutorials and best practices.  

The European Commission's also granted a " 6.5m grant to the LOD2 project 

(2010) to continue the work of the Linking Open Data project. Started in September 

2010 and due to run until 2014, this project states its aims as "Creating Knowledge out 

of Interlinked Data" by developing:1) enterprise-ready tools and methodologies for 

exposing and managing very large amounts of structured information on the Data Web; 

2) a test-bed and bootstrap network of high-quality multi-domain, multi-lingual ontologies 

from sources such as Wikipedia and OpenStreetMap; 3) algorithms based on machine 

learning for automatically interlinking and fusing data from the Web; 4) standards and 

methods for reliably tracking provenance, ensuring privacy and data security as well as 

for assessing the quality of information; 5) adaptive tools for searching, browsing, and 

authoring of Linked Data. 

Other content categorized into this section includes the upper ontologies. 

SUMO (Suggested Upper Merged Ontology) originally concerned itself with meta-level 

concepts (general entities that do not belong to a specific problem domain), and thereby 

would lead naturally to a categorization scheme for encyclopedias. It has now been 

considerably expanded to include a mid-level ontology and dozens of domain ontologies. 

Some major features of SUMO can be summarize as: 

I. It has been mapped to WordNet,  

II. It contains various language generation templates for Hindi, Chinese, Italian, 

German, Czech and English.  

III. A lot of instance content is extracted from DBpedia, and a large amount of facts 

from Wikipedia have merged with SUMO. 

IV. All terms are formally defined, and their relations is not only constructed with 

taxonomy, but also richly axiomatized. 
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The other popular upper ontology is project Cyc which attempts to assemble a 

comprehensive ontology and knowledge base of everyday common sense knowledge, 

with the goal of enabling AI applications to perform human-like reasoning. Two pillars of 

Cyc are its knowledge base and its inference engine. Its original knowledge base is 

proprietary, but a smaller version of the knowledge base, intended to establish a 

common vocabulary for automatic reasoning, was released as OpenCyc under an open 

source (Apache) license. It includes the entire Cyc ontology containing hundreds of 

thousands of terms, along with millions of assertions relating the terms to each other; 

however, these are mainly taxonomic assertions, not the complex rules available in Cyc. 

The knowledge base contains 47,000 concepts and 306,000 facts and can be browsed 

on the OpenCyc website. In addition to the taxonomic information contained in 

OpenCyc, ResearchCyc, which has been made available to AI researchers under a 

research-purposes license recently (http://research.cyc.com/), includes significantly 

more semantic knowledge (i.e., additional facts) about the concepts in its knowledge 

base, and includes a large lexicon, English parsing and generation tools, and Java 

based interfaces for knowledge editing and querying. 

 

5.4 Evaluation  Dimension 

To furnish the semantics for emerging semantic web, ontologies should 

represent formal specification about the domain concepts and the relationships among 

them. Like any other dependable component of a system, Ontology has to go through a 

repetitive process of refinement and evaluation during its development lifecycle of the 

semantic integration. This type of evaluation, the evaluation of ontology itself or ontology 

content evaluation, is one of the critical phases of Ontology Engineering because if 

ontology itself is contaminated with errors then the applications dependent on it, may 

have to face some critical and catastrophic problems and ontology may not serve its 

purpose (Fahad, Qadirand and Noshairwan, 2007). On the other hand, the increasing 

number of methods available for ontology driven integration necessitate establishing a 
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consensus for evaluation of these methods. The research includes both aspects in this 

evaluation dimension. 

For the former, several approaches for evaluation of ontologies have been 

developed. One of the popular approaches is that ontologies can be evaluated by 

considering design principles, taxonomy, and logical correctness of axioms, relations, 

instances, etc. (Gomez-Perez, 1994; Gomez-Perez, Lopez and Garcia, 2001). Gomez-

Perez identified three main classes of taxonomic errors --- Inconsistency Errors, 

Incompleteness Errors, and Redundancy Errors --- that might occur when modeling the 

conceptualization into taxonomies, which is widely used for assisting design principles 

of ontology evaluation. Besides taxonomic errors, Baumeister and Seipel (2005) 

identified some design anomalies --- Property Clumps, Chain of Inheritance, Lazy 

Concepts, and Lonely Disjoints -- that prohibit simplicity and maintainability of taxonomic 

structures with in ontology. These do not cause inaccurate reasoning about concepts, 

but point to problematic and badly designed areas in ontology. Identification and 

removal of these anomalies should be necessary for improving the usability, and 

providing better maintainability of ontology. Ontology engineers use these methods to 

build well-formed classification of concepts that enable better reasoning support and to 

evaluate their ontologies in perspective of these errors and correctness of logical 

relations.  

A different approach is promoted by Baker et al. (2005) who discuss 

philosophical domain dependent and domain independent criteria for identifying logic 

correctness of relations and instances for ontology evaluation. Philosophical evaluation 

is concerned with the correctness of the conceptualization of knowledge in an ontology 

(Smith et al., 2004; Baker et al., 2005). Domain dependent evaluation is based on 

content and application (Baker et. al., 2005). Ontometric is an example of a tool for 

quantitative domain content evaluations of goal-based characteristics (Lozano-Tello and 

Gomez-Perez, 2004). Ontology Web Language constructs, formal and description logic 

are domain independent evaluations (Baker et al., 2005). In OWL construct evaluation, 
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ontologies are ranked using a metric computed as a ratio of the frequency of class 

features (concepts) to properties and modifier features (roles and attributes) in its OWL 

sub language constructs. 

Other approaches also exist, for example, comparing ontology to a gold 

standard or source of data (Guarino, 1998; Gomez-Perez, 1994; Hovy, 2001; Maedche 

and Staab, 2002). In practice the taxonomical structures of ontologies are compared 

with ideal predefined ones to detect inconsistencies. The OntoClean methodology 

relying on the notion of rigidity, unity, identity and dependence to evaluate whether 

specified constraints are violated within the ontology is a case of domain independent 

formal evaluation (Guarino and Welty, 2002). It is used during development for the 

formal evaluation of properties defined in an ontology using a predefined ideal 

taxonomical structure of meta-properties. In description logics evaluation, queries are 

used to interrogate the ontologies to reveal their level of complexity, suggesting their 

maturity and suitability to support knowledge discovery. Metrics used are: the 

classification hierarchies of ontologies, depth in ontologies, numbers of concepts, roles, 

instances, average number of child concepts and multiple inheritances (Haarslev et al., 

2004). The KitAMO framework (2007) created by Lambrix and Tan compares different 

alignment strategies such as linguistic matching, structure based strategies, constraint-

based approaches, instance-based strategies, etc., in terms of performance and quality, 

and then used pre-built evaluation tool containing a database of evaluation cases Ð 

which is similar to gold standard -- to review the result. Furthermore, they show how the 

results can be analyzed to obtain deeper insights into the properties of the strategies.  

For the latter, initiated by the International Workshop on the Evaluation of 

Ontology-based Tools (EON) (Euzenat, 2004) and the Information Interpretation and 

Integration Conference (I3CON) (2004), the Ontology Alignment Evaluation Initiative 

(OAEI) is a coordinated international initiative to establish the consensus for evaluation 

of integration methods. Since 2004, OAEI organizes evaluation campaigns aiming at 

evaluating ontology integration technologies. The goals of the Ontology Alignment 
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Evaluation Initiative is to provide a platform facilitating assessing strength and 

weakness of alignment/matching systems, comparing performance of various methods 

and techniques, fostering collaboration and communication between researcher 

developing alignment algorithm and techniques, and improve evaluation techniques. As 

of 2010, OAEI proposed several tracks for the evaluation. A lot of researchers today 

follow this approach and fit their research to one or more tracks. As reviewed in 4.4, the 

goal of the benchmark track  is to identify the areas in which each integration algorithm 

is strong or weak. The test is based on one particular ontology dedicated to the very 

narrow domain of bibliography and a number of alternative ontologies of the same 

domain for which integration is provided. Conference track  deals with a collection of 

ontologies in the domain of conference organization known as the OntoFarm collection 

(Fahad et al., 2007). Since 2006 the evaluation procedure of the conference track the 

submitted mappings had been manually evaluated over the last years. This procedure 

resulted in a large corpus of annotated correspondences which can be seen as a first 

step towards building reference mappings. The Anatomy track  is about matching the 

Adult Mouse Anatomy (2744 classes) and the NCI Thesaurus (3304 classes) describing 

the human anatomy.  

Slightly different from the above approaches, the framework constructed with 

12 aspects (benchmarks) and proposed by the EU OntoWeb project evaluated four 

major ontology integration systems PROMPT, Chimaera, FCA-Merge and ODEMerge 

(Ramos, 2001). In one of the aspects it proposed some of selected criteria are 

concerning the architecture and technological requirements and metrics of ontology 

tools that perfectly fit to the approach described for design principles. On the other hand, 

it also concerns the performance and efficiency of semantic integration of information 

which could be change by adding additional features or functions, therefore suggests an 

in-depth review of information, which could fit to benchmark track. The third aspect of 

EU OntoWeb evaluates usability of ontology tools by exploring their help system, 

visualization, and possible suggestions and feedback the ontology tools can provide to 
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users during the merging process.  Such criteria are mentioned in benchmark and 

conference tracks. 

 At the same time, there are some issues with the current evaluation 

approaches, for example, a lack of user based experiments to find out what components 

users are most concerned when judging the general quality or suitability of an ontology. 

This view is also expressed by Kalfoglou and Hu (2006) who suggest the need for a 

holistic evaluation strategy with a greater role and participation of both experts and 

common users in the evaluation process. This problem will be further discussed in the 

next chapter. 

  



 

 

 

108 

CHAPTER 6   

FRAMEWORK CONSTRUCTION AND UTILIZATION 

This chapter will achieve two major goals. Firstly it will answer the research 

questions of  Òframework constructionÓ presented in Chapter 1.2 by further utilizing the 

components summarized into the four major dimensions and introducing two more 

scales to construct a complete framework to clearly define the boundaries of ontology-

driven semantic integration. Such a framework should be equipped with three major 

properties:  1) Definable: can position the important components in the overall semantic 

integration progress and identify their relationships. 2) Sustainable: can enrich itself by 

absorbing new knowledge from analyzing the inputs such as new concepts, techniques, 

systems, theories, etc. 3) Instructional:  can guide our analysis on most of new inputs 

emerging in semantic integration community.  

To do that, in addition to 1) the Dimension  each component identified and 

formalized in the Chapter 5 belongs to, the research bring two other scales: 2) the 

Action  each component fits to operates in the general semantic integration process; 

and 3) where it sits on the horizontal State of research of the overall semantic 

integration, to construct such a framework. 

Secondly it will utilize such a framework to review and evaluate some major 

applications of ontology-driven semantic integration. By listing a step-by-step guide of 

decomposing the major components embedded in the application and to map the 

components and application into the three scales described above, such operation 

should further clarify the current status of major approaches and better define the 

boundaries of the ontology-driven semantic integration. By doing that it will answer the 

second research question of Òframework operationÓ presented in Chapter 1.2. 

 

6.1  The Three Scales of The Framework 

The process of integration can be broken down in several actions. Flouris, 
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Plexousakis and Antoniou (2006) proposed five steps of integration, and Shvaiko and 

Euzenat (2008) presented four actions of alignment process. Most of those actions 

proposed by different researchers actually included the following basic steps: The first 

step is to verify the involved ontologies by checking their concepts, syntax and 

structures and representation of semantics to filter out anomalies. Then in the second 

step one or a couple of pre-defined matchers will take effect to find the semantic overlap 

or sematic equivalent terminology, concepts, classes, relationships and representations 

to connect the involved ontologies; In the third step, a derived new ontology will be 

generated from the correspondences and it will facilitate the interoperation between the 

originally involved domains; Then the final step consists of evaluating the resulting 

ontology for consistency, uniformity, redundancy, quality of conceptualization etc. These 

four actions form is a complete cycle of integration process as the system or application 

may repeat some or all of the above actions in which the integration is consistently 

evaluated and improved.   

On the other hand, from the state scale perspective, the semantic integration 

and all its individual sub-concepts, theories, core techniques and major systems were 

experienced from the initial abstract research, to applied research, to some prototype 

early commercial tools, and then to its final stage of industry adopted commercialization 

(which is not yet accomplished). By combining the dimensions proposed in Chapter 5 

and these two additional scales, it can plot each of major components of semantic 

integration into a three-scale framework (detailed framework diagram in Chapter 6.3) 

and future research can easily find its location and evaluate their work importance, 

stages and possible contribution to the entire semantic integration community. 
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Figure 14: A Formalized Three -scale Framework  

!

The framework, which consists of three scales, Dimension, Action Cycle , and 

State of Research , provides us a clear picture of major existing semantic integration 

components such as concepts, techniques, application systems and evaluation 

approaches. In fact, this framework can be depicted as a sphere (Figure 14): The 

outlined four dimensions define a boundary of this framework as covering entire outer 

surface of the sphere; The radius from the center point to any point of the surface is the 

state of research scale as it originates from the core of the sphere being the abstract 

research, and moves along the radius to experience the abstract and applied research, 

early prototype, and then finally reaches the surface of sphere as ready for industry 
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adoption or commercialization with the maximum distance to the center point; And the 

action cycle can be viewed as the gnomonic projection of the sphere centered on the 

north or south pole as each circle describes a complete cycle of what actions may be 

involved to perform an ontology-driven semantic integration process while the great 

circle or equator is the longest, most complex and complete cycle in which a 

commercialized ontology-driven integration system acts. 

!

6.2  The Framework Utilization 

This section will describe how to generally utilize the framework. As it is a 3-

scale framework depicted in the previous section, there are different ways to review its 

details from the surface to core or vice versa. I here take the dimension as the major 

path and for each dimension review I will try to find the corresponding part for the two 

other scales.  

 

6.2.1 Decompose Ontology Encoding Dimension  

The research in the ontology encoding dimension of semantic integration has 

developed in the last ten years from the protocol and data format such as XML tags and 

schemas, which still left the interpretation of semantic meanings to a manual process, to 

RDF/OWL and ontology that evolved from the Semantic Web and added explicit 

semantic relationships and logical constraints between elements (i.e., classes, 

properties, and restrictions). However even with the RDF/OWL and ontology 

development, there still exists the problem of semantic interoperability when the 

integration happens, especially across different domains; the programs utilizing OWL to 

conform to a particular ontology cannot understand other OWL interpretations 

conformed to a different ontology.  That directly triggers various integration strategies 

discussed above which intend to provide different levels of mapping (high level 

integration) or matching (low level) between the ontologies.  
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Following this development path, it can plot the important milestones along 

state of research scale: Description Logic provides the fundamental logic-based 

semantics for the integration, which worked mostly as a kind of abstract research. RDF, 

which can be explained as inference closure over related predicates, or as a graph that 

connects predicates, or widely considered as a triple, which depicts the semantic 

relations between subject/object/predicates, is an applied research. It is widely used to 

encode and validate the concepts and classes of ontologies. OWL works toward the 

early commercialization as it is widely used for a lot practical research and boosts the 

development further into Upper Ontologies creation such as SUMO, Upper Cyc and 

Linked Data. By integrating more concepts and RDF triples, they represent the best 

practices for publishing and connecting structured data on the Web, also dominantly 

used in constructing the new derived ontology in the integration, and are considered as 

Òthe Semantic Web done rightÓ by Tim Berners-Lee (2008). 

In addition, the relation between this dimension and the action cycle of general 

semantic integration process can be seen that all those components outlined are widely 

used in verifying, connecting and deriving ontologies as those are the fundamental 

concepts or technologies supporting the ontology-driven semantic integration. 

 

6.2.2 Decompose  Conceptual Dimension 

From the conceptual dimension, it can break down the integration into several 

levels, and each level is contributing a particular task of ontology-driven semantic 

integration. Following a bottom up approach, the bottom level is the Validation  of 

ontologies. This type of integration does not change the ontologies involved in semantic 

integration and simply validates the concepts and their hierarchical relationships across 

the ontologies. This includes the aspect of the use of ontologies in as discussed in 

Chapter 5.2, as it not only provides the prerequisite of how ontologies can be used in an 

application by verifying the concepts and ontologies which is the beginning action of 

overall semantic integration process, but also is the initial step of creating a new 



 

 

 

113 

ontology for the particular subject domain. For example, Stumme and MŠdche (2001a) 

suggest the semantic web approach of interpreting integration as the combination of 

using and merging: using local ontologies with the purpose of merging them at some 

later stages. It is worth nothing there that our definition of Validation is not limited to the 

ÒusingÓ of existing local ontologies, but it requires a strict ontology verification to make 

sure all involved concepts and relationships could be reused and to be scalable enough 

for future possible modification or further integration. It is especially important that there 

still exists different languages to query different ontologies even though SPARQL 

already gained W3C Recommendation in 1998. 

The second level, or the middle level, is Alignment, the synonym of Matching , 

which is to create links between two separated original ontologies of the complementary 

domains. It is to identify the correspondence of terms, based on a set of rules, and to 

find concepts that are semantically equivalent by enabling analysis of similarities and 

differences between them, and to predict their semantic compatibility, perfectly fitting to 

the second action Òconnecting ontologiesÓ of overall semantic integration process. It is 

very possible that concepts from the involved ontologies are not precisely and 

completely matched as one concept might be equivalent to several or none in another 

ontology, therefore they must be aligned in all three levels -- syntactic, structural, and 

semantic -- to fully discover their similarities. In such an aligning process, concepts and 

relations between ontologies are usually matched based on preservation of the partial 

ordering and synonyms and may also involve introduction of new concepts that will 

function as sub- or super-types to constructing classifications.  

The last level, or the top level of integration, probably most important one, is the 

Merging  that is the synonym of the Mapping  and Unification . In fact, this highest level 

of integration is the one used in ontology-driven semantic integration, though it relies on 

the previous two as its foundation. It is the process of reusing concepts and finding 

commonalities from two or more existing and different ontologies, and derives a single 

coherent ontology that facilitates interoperability between involved ontologies. This new 
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unified ontology includes information all source ontologies but is more or less 

unchanged. It is also implicitly assumed include the process of resolving any possible 

heterogeneity between the merged ontologies.  Such a process can be further explained 

in detailed steps: firstly it requires to create monolithic knowledge base from the 

intersection of ontologies; Then it explores to provide the semantic relationships 

between the concepts by following sets of formula derived from the monolithic 

knowledge; In the last step, by utilizing the semantic relationships, it creates a new 

merged ontology covering all operations that may be involved in original ontologies.  

During such a process, most of the automatic work is referred to as mapping while 

human intervention is more commonly referred to as merging in the literature. 

Traditionally, merging refers to the ontologiesÕ operation under the same subject and 

unification refers to the process of generating a single ontology in one subject from two 

or more existing and different ontologies in different subjects. Here the research takes 

two as the same level of the highest integration while focusing on different aspects. 

They are complementary as the different subjects of the different ontologies may be 

related.  And it matches what is defined in the third action of semantic integration 

process: deriving new ontology. It should be also noted that not all ontology-driven 

semantic integration tools or systems have unification or the third action as they may 

simply contribute to only providing better matching instead of a complete merging or 

new ontology. However, It is expected for some early prototype they can limit 

themselves to the second level of matching, but for a mature and commercialized 

product they should be able to operate in the top level of integration and to satisfy the 

merging demands of various ontologies. 

 

6.2.3 Decompose Application Dimension 

At the same time, this layered classification of different integration in the 

conceptual dimension also leads to the different attention found in the application 

dimension. To perform the validation and matching level of integration as well the first 
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and second actions of semantic integration process, the research has focused on the 

mismatch issues. Originally, the ontology driven semantic integration may have two 

major kinds of mismatch problem between ontologies that happens in validation and 

matching levels: mismatch in conceptualization and mismatch in expression.  

The former is caused by the fact that different ontologies use different 

conceptual models to represent a domain of interest. Therefore the concepts, classes 

and relations are defined differently across different ontologies. Such problems directly 

affect the efficiency and accuracy of matching level of integration. A class mismatch 

occurs when classes and their subclasses are differently conceptualized. For example, 

both ontologies may have the definition of the same class, but each decomposes this 

class to different subclasses. Or both ontologies model the same class, but each 

defines the class at a different level of abstraction. Furthermore, a class may be shared 

by two ontologies but it appears differently in the way the class is structured in these two 

ontologies through their different hierarchical relations. The major body of this problem 

is addressed in a lot of abstract research about semantic integration.   

The latter, on the other hand, happens when the conceptualization is encoded 

in the system. In another word, different ontologies use different modeling languages to 

represent their conceptual models. And it is covered mostly in the applied research and 

part of early commercialization of developing and formalizing RDF and OWL. Some 

common problem may occur such as the synonyms and homonym when different terms 

are used to define concepts but they have the same meaning (synonyms) or a concept 

is represented by a term that has a different meaning in another context (homonym). 

This type of mismatch may also happen when values are encoded in the different 

formats, e.g., using different time format or different measuring units, or when different 

syntax is used to encode the concepts and sometimes even the same syntax is used, 

they may have different semantic in different languages, which usually are the barrier to 

the validation level of integration as system must understand and valid various syntax, 

structure and the way expressing semantics used in the different involved ontologies. 
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Though various mismatch problems exist on the conceptualization and 

expression level, more and more are perfectly solved with the development and widely 

accepted W3C official or recommended solutions such as XML, RDF and OWL. They 

formalized the standardization of syntax, structure, and semantic encoding, respectively, 

and helped computer agents better understand various ontologies even though the 

logics (the way it is conceptualized) and expression (the way it is encoded and 

represented), and therefore better identify semantics across concepts from ontologies, 

which significantly promotes the efficiency and accuracy of verifying and connecting 

various ontologies in the overall semantic integration processes. Such a process of 

formalization and standardization is still undergoing, but it is no longer the most critical 

issues in the domain of ontology-driven semantic integration as in practice, XML, RDF 

and OWL prove to work very well dealing with ontologies difference on 

conceptualization and representation levels. 

Instead, the other problems catch more attention and are more imminent. Since 

some early commercial tools have already adopted RDF/S and OWL, researchers are 

pushing the entire process of semantic integration to commercial application, which on 

the hand other focuses on solving the in-depth problems existing in the connecting 

ontologies and deriving new ontology in the semantic integration. However, several 

barriers still exist: 

I. Further development of Linked Data integration:  the Linked Data effort has 

included several billion RDF triples, which greatly advanced the semantic web 

and semantic integration process. However, in terms of practical usability, 

Linked Data is still in its infancy. One of the more important issues is though 

LOD datasets are well interlinked on the instance level they are very loosely 

connected on the ontology schema level. This is due to the fact the various data 

sources may use different schemas or simply use a mixture of terms from 

existing, well-known vocabularies together with self-defined terms specific to 

the particular data source (Bizer and Berners-Lee, 2009). A common way to 
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overcome this difficulty is to publish correspondences between the local 

terminology used in their own schema and the terminology used in LOD. With 

the refinement of RDF and OWL, some basic terminology like 

owl:equivalentClass, owl:equivalentProperty, rdfs:subClassOf, 

rdfs:subPropertyOf are well defined and ready to be used to solve such 

problems. But as Bizer and Bernes-Lee indicated (2009), such 

correspondences are too coarse-grained to properly transform data between 

schemas. Therefore, a more precise language beyond RDF and OWL is 

necessary to perform such tasks by supporting partial and transitive mappings 

and to achieve fine-grained mapping of ontology schemas for LOD datasets.  

Some initial works have already focused on this area. For example, after 

investigating several of the most state-of-the art ontology integration systems 

for integration tasks and performance, Jain et al. (2010 and 2011) suggested a 

new system, BLOOMS (and revised version BLOOMS+), that significantly 

improves the precision and recall on schema level. Other efforts include the 

mapping methods presented in Fusion (Araujo et al., 2010) and (Euzenat & 

Scharffe & Zimmermann, 2007) as well as the rules interchange format (RIF) 

(http://www.w3.org/2005/rules/wiki/RIF_Working_Group). This kind of work will 

significantly push the state of research of the semantic integration from the 

early commercialization to the final commercialized products. 

II. Automatic Integration Tools:  Semantic interoperability requires fully automated 

ontology integration techniques. Though a lot of ontology integration 

applications were developed in recent years, there is still a lack of an 

application that outperforms the others. Some work on integration builds on the 

research results on semi-automatic matching, and various algorithms have 

been proposed to facilitate the integration process, such as PROMPT and 

Chimaera, which focused on suggesting how elements from the source 

ontologies should be merged in the resulting ontology. Later on, the FCA-
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MERGE algorithm built on its connection to object-oriented programming, 

performs ontology integration in a very efficient way. Recently ATOM tried a 

fully automatic way but works only on prototype input taxonomies instead of 

real ontologiesÕ data (Raunich and Rahm, 2011). None of them has gained the 

universal acceptance as the one that can be used by different tasks and 

different users. In fact, automatic semantic integration cannot be accomplished 

solely by lexical comparison between element names in different ontologies, 

since names (like tags) can be abbreviations, acronyms, phrases, in different 

languages, misspelled, or used in unexpected, jargon specific ways. The 

ultimate integration tools or systems must consider the size, structure, and 

scope of ontologies. In addition, given the fact the Linking Open Data (LOD) 

and other upper ontologies become the milestones of realizing the true 

semantic web, the development of automatic ontology integration tools may 

need the improved algorithm for matching, and require less manual intervention 

for the integration process, and most importantly they can be utilized for 

integration of LOD and other upper ontologies with local ontologies, which both 

contain hundreds of thousands of elements. With the fast growing of LOD data 

size, such a demand becomes a most imminent challenge for achieving 

semantic interoperability. 

III. Ontology Evolution: This problem can be spotted in almost all stages of 

integration. An ontology may change over the time, and several common 

reasons may lead to such unavoidable changes. As an ontology is a 

specification of a shared conceptualization of a domain, it may need to change 

when the modeled domain has changed or when a flaw in the conceptualization 

is discovered to be fixed, e.g. the changes on classification of concepts, new 

information added, etc. It is also very possible that it needs to adjust itself for 

the new functionality to meet users needs in practice. To fully commercialize 

the ontologies in semantic integration, such changes must be identified, 
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traceable and maintain in the different versions over the time, and most 

importantly, it must be able to translate and convert concepts and relations of 

one version to any other succeeding or preceding version to facilitate access 

from one version to another (Kondylakis, Flouris and Plexousakis, 2009). Most 

of systems developed today only focus on how to accurately match concepts 

across ontologies to achieve better integration result, but underestimate the 

impact of ontology evolution which may derail the integration process which 

may perfectly work for the older version of involved ontologies, but may 

generate inaccurate results for newer version of ontologies as the changes on 

ontologies described above happen.  

 

6.2.4 Decompose Evaluation Dimension 

The last action of the semantic integration process falls into the evaluation 

dimension discussed before. The rapid growth of various integration approaches brings 

more attention to the issues of their evaluation and comparison. The initiation of EON 

and I3CON, later developed into the Ontology Alignment Evaluation Initiative (OAEI) in 

2005, was the first step to create a coordinated international initiative that organizes the 

evaluation of the increasing number of ontology integration systems by comparing 

systems and algorithms on the same set of criteria and allowing anyone to decide the 

best integration strategies upon the benchmark. After six years of operation (2005-2010) 

as its popularity continues to grow, the results from the OAEI campaigns justify the 

necessarily and success of OAEI itself and also point out that the current systematic 

evaluation of semantic integration in general still falls behind other fields (Euzenat et al., 

2011) and additionally suggest possible improvements for the framework that facilitates 

the comparison of different strategies in a straight-forward and transparent manner. To 

ensure comparability of different matching approaches and meet the requirement of 

future commercial products, such a framework would need a number of characteristics: 
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I. Application specific measures and evaluation: As it is no doubt an important 

cornerstone in constructing our evaluation dimension, identifying a set of criteria 

that can be used by most integration tasks is a necessary component in 

ontology-driven semantic integration. Since its initiation, various efforts 

contribute the improvement of this evaluation framework. But it still needs more 

accurate evaluation quality measures beyond just the recall and precision 

summarized by Euzenat (2007). More focus needs to be put on assessing how 

to evaluate the integration result for specific applications and their special 

measures.  By doing that, it will further mature the evaluation framework so that 

it can be more reliably applied to most of integration tasks. 

II. A large-scale evaluation dataset: Different datasets have been used in the 

OAEI evaluation campaigns since 2005. It is easy to understand that the goal of 

using these different datasets in testing is to cover as much as possible the 

relevant aspects of the integration. Euzenat et al. (2011) claimed though the 

original benchmark dataset serves its original goal very well, that is, aiming to 

analyze integration systems to identify their strengths and weakness, it is not 

really suited for other purposes like comparing the overall performance of 

systems. Therefore with the development of various ontology integration 

techniques and systems, it still needs a large-scale dataset to replace todayÕs 

manual construction of evaluation datasets that is infeasible in most of complex 

integration tasks.  

Such a dataset can be approached by several aspects of what ÒlargeÓ means: 

first, it should be large enough to be comprehensive Ð which may be dozens of 

or hundreds of Ð integration tasks that are representative of collective tasks 

found in todayÕs major integration systems; Second, it should consist of a large 

amount of data that is close to the real integration tasks and covers most of 

correspondences that may be identified in two ontologies for any of two major 

domains, ideally domains used in LOD, e.g. TaxME2 (Giunchiglia et al., 2009); 
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Third, it should include or closely match existing evaluation datasets such as 

Google/Yahoo web directories so that a lot of existing integration systems can 

reuse this new dataset without putting too much effort to modifying it. And more 

importantly, since both ontologies and integration techniques are still evolving, 

the dataset should also have the capability of automatically acquiring new 

concepts and references to increase its evaluation dataset size while 

minimizing human involvement in such process (Maltese, Giunchiglia and 

Autayeu, 2010; Shvaiko and Euzenat, 2008). 

III. The maintenance and updates of evaluation datasets:  After the construction of 

a reliable dataset, it still needs to regularly maintain such data size to be error-

free, or refresh it to keep it suitable for the up-to-date integration tasks. This 

could lead to the issue of how to minimize the human and manual effort while 

increasing the evaluation dataset size by automatically acquiring the data from 

new reference sources. 

IV. User interaction. Though the final goal of ontology driven semantic integration 

is to minimize the manual interventions during the process, the effect of user 

interaction is important in most of todayÕs semi-automatic process. The system 

should support user input during the process to either filter the wrong matching 

or refine the system generated matching results (Fujita, Hkura, and Kurematsu, 

2010). Currently, only a few systems deals marginally with it e.g. Falcon (Hu 

and Qu, 2008) and Fusion (Araujo et al., 2010), and current evaluation 

techniques do not take into account the quality and effectiveness of user 

interventions. This is one of the most important drawbacks of current evaluation 

practices that have to be tackled in future (Euzenat et al., 2011; Shi et al., 2009). 
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Figure 15: Framework Operation 
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The Figure 15 shows the step-by-step guide of how to use the framework in 

practice. It begins with the inputs of various concepts, tools, approaches, etc. that newly 

emerge from the semantic integration and then follows four steps to finish the operation:  

I. It starts to decompose the inputs to match the components of inputs to the four 

dimensions (the first scale of the framework) defined previously: Ontology 

Encoding Dimension, Conceptual Dimension, Application Dimension and 

Evaluation Dimension. It would be common that the inputs may only perfectly 

match to one or two dimensions.  

II. The decomposed inputs matched to the dimensions will be further plotted to the 

state of research (the second scale of the framework) to get the general picture 

of which state the inputs contribute most in the overall ontology-driven semantic 

integration research: abstract research, applied research, prototype or the 

commercialization.   

III. Then it will position each piece to the action cycle. A lot of inputs, for example 

the new integration tools or systems, include multiple actions of the semantic 

integration process from verifying, connecting ontologies to the new derived 

ontology and the evaluation while others contains only one or two actions. 

IV. These three consecutive decomposing and mapping processes to the three 

defined scales will usually have two kinds of result: It could simply be that the 

most parts of inputs actually overlap with what the framework has already 

identified. For example, the concepts may be the synonym of the existing ones, 

or measures proposed are the same to those commonly used today in the 

evaluation process; Or after following these steps, it finds some new knowledge 

that will improve the current research of ontology-driven semantic integration. 

Such new knowledge will be fed back to the framework by either enriching the 

components identified by the dimensions, improving the integration actions or 

ultimately promoting the commercialization.  
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This self-evolved process will assure the framework can always absorb the up-

to-date research or findings in ontology-driven semantic integration and enrich its 

knowledge base, which will finally promote the commercialization of semantic 

integration products which later can be accepted and used in industry. The entire 

workflow is depicted below: 

 

6.4 In-depth Review of Operation Mechanism 

To better illustrate how the framework works, the research can use the LogMap 

that is presented in ISWC 2011 (Jimenez-Ruiz and Grau 2011) as an example. It was 

claimed to be a highly scalable ontology matching system with built-in reasoning and 

diagnosis capabilities.   

Step 1: Following the framework operation presented in Figure 15, it is first 

decomposed it to the dimensions. 

Decomposition to the Dimensions: 

I. Ontology Encoding Dimension: All of its fundamental features, lexical 

indexation, structural indexation and mapping repair and discovery process are 

all based on the established ontologies written in OWL and Description Logic 

(DL) reasoner.   

II. Conceptual Dimension: it uses two terms ÒmatchingÓ and ÒmappingÓ 

interchangeably, but either of them lacks a clear definition in the article. Instead, 

by checking its major ÒmatchingÓ or ÒmappingÓ process, it could be decomposed 

into two major aspects: the first aspect implements highly optimized data 

structure for lexically and structurally indexing the input ontologies, which is 

used to compute a set of Òalmost exact lexical correspondence called anchor 

mappingÓ (Jimenez-Ruiz and Grau, 2011). Such a process also unavoidably 

involves the Use or Validation  of input ontologies described in section 5.2 and 

section 6.2. So the outcome of the first aspect not only includes the bottom 

level of use of input ontologies but also is identical to what is defined as 
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Alignment  in section 5.2. The second one, which is also the core of LogMap, is 

an iterative process that alternates Òmapping repair and discoveryÓ process in 

which a reasoning diagnosis algorithm detects and repairs unsatisfiable classes 

to find mapping by iteratively exploring the input ontologies starting from the 

initial anchor mapping and using the ontologiesÕ extended class hierarchy until 

no context can be expanded. Since the reasoner is using a ÒgreedyÓ algorithm 

as they claim, it contains not produced 100% exact match and output is a set of 

merging of components from input ontologies. The system is developed and 

aimed to adopt large-scale bio-medical ontologies such as NCI, FMA or 

SNOMED CT but no other domains are mentioned or intended to be used. 

Therefore it is the same as what is defined as Mapping  in the conceptual 

dimension. 

III. Application Dimension: the major achievement of LogMap is an automatic 

system. Therefore it is not focusing on new ontology development methodology 

or ontology development tools. It is not creating any new upper ontology either 

in their research but simply using various existing OWL ontologies for testing. 

By following the several problems listed and related to the application 

dimension in section 6.2, it is clear that LogMap concerns two major problems: 

mismatch and automatic integration tool.  

IV. Evaluation Dimension: LogMap takes SNOMED CT Jan. 2009 version (306591 

classes), NCI version 08:05d (66724 classes), and FMA version 2:0 (78989 

classes) for testing which are all existing popular bio-medical ontologies, plus 

NCI Anatomy (3304 classes) and Mouse Anatomy (2744 classes) from the 

OAEI 2010 benchmark. Besides the regular precision, recall, and F-Score 

measurements and existing OAEI standard, it did not provide any new 

measurements or evaluation framework. So it is reasonable to conclude 

LogMap does not intend to provide any new inputs to the current evaluation 

dimension but simply uses the existing benchmarks and measurements. 
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Step 2: it then identifies where LogMap fits into the state of research in 

ontology-driven semantic integration. As the author indicated though the performance 

shows LogMapÕs capability of using it for matching large-scale ontologies, it is mainly 

developed and tested on the bio-medical domains. They also claimed clearly that 

LogMap is an early-stage prototype and researchers are working on further 

optimizations. On the other hand, to compare with the lists of major problems presented 

in 6.3.3 and 6.3.4, LogMap conducted an in-depth study on mismatch problems and 

automatic integration tools, but seldom addressed specific measures and evaluation (as 

they rely on OAEI or common measures), development of a large-scale evaluation 

dataset, and maintenance and updates of evaluation dataset (as they use the existing 

bio-medical dataset). They also did not put too much attention to the user interaction but 

plan to integrate LogMap with a ProtŽgŽ-based front-end in the future, but all of these 

issues are critical to form a fully commercial product. Therefore, LogMap is better to be 

treated as an early prototype for the ontology-driven semantic integration.  

Step 3: In this step, it maps LogMap to the action cycle of a complete semantic 

integration process. The input ontologies used in LogMapÕs development are formal bio-

medical ontologies encoded in OWL. It begins with checking their lexical and structural 

properties to create an optimized and index-able data structure. This is identical to the 

verification of input ontologies in the action cycle. When it moves to its core mapping 

repair and discovery process, it actually connects the input ontologies by using 

reasoning to find the correspondences in iterative attempts and by making maximum 

use of the extended class hierarchy of ontologies to eliminate the unsatisfiable classes. 

However, in such a process, it did not create any new ontology as explained in Step 1.II 

and 1.III. Therefore it covers the stage of connecting ontologies but skips the action of 

deriving new ontology in the cycle. Since there is no new ontology created, the last 

action of the cycle, evaluating new ontology, also cannot fit for LogMap. LogMap 

actually chooses some of existing measures and established OAEI benchmarks to 

evaluate its integration performance, which does not add new values to this last stage. 
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By decomposing and mapping LogMap to the dimensions, the state of research 

and the action cycle, LogMap can be clearly oriented in this 3-scale framework:  It is 

positioned as an early prototype along the timeline Ð so considered as a sphere 

depicted in Figure 15, its radius is shorter than the original sphereÕs as it cannot reach 

the surface (which is a commercial product adopted by the industry).  However, LogMap 

still covers all four major dimensions because even though it may not provide any new 

inputs to all of them it is still relying and utilizing the existing sources of these four 

dimensions to form its system. But for the action cycle, it covers first two actions. 

Therefore it will end up covering a half sphere with a smaller radius than the original one 

in this 3-scale framework (Figure 16). 

 

 

Figure 16: LogMap Location in the Framework  
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    Step 4: In the last step the framework summarizes the new knowledge from 

the findings of previous steps. In both state of research and action cycle, LogMap either 

follows certain defined stages (such as verifying and connecting ontologies), or simply 

maps to certain points along the state scale, and it does not provide anything that could 

be considered as new knowledge. But in the decomposition to the dimensions, its 

mapping repair and discovery approach is different to the previous tools or systems the 

research reviewed. More specifically, it uses a reasoned with ÒgreedyÓ algorithm to keep 

ÒrepairingÓ and ÒdiscoveringÓ the correspondence between classes until reaching the 

end of the extended ontology class hierarchy as it is cannot be expanded further. It 

provides a new way for us to possibly improve the automatic integration tool as most of 

previous approaches focus on how accurate the match can be achieved by simply 

taking two classes to compare and expecting to implement a better algorithm or 

reasoner to accept or decline the matching of those two, but it did not fully take 

advantage of the ontologiesÕ hierarchical structure and extendable classes that may 

place inputs in a richer semantic context for merging, mapping or alignment.  

     This finding is not completely ÒnewÓ to us as the research already has 

ÒExtendingÓ defined in the Conceptual Dimension (Table 1). But in that section, it only 

defined extending as Òincremental loading the second ontology as an extra branch to 

the first oneÓ.  Instead, it should differentiate these two types of ÒextendingÓ and define 

the existing as the Òlow level extendingÓ and create a new Òhigh level extendingÓ as a 

complement to ÒMappingÓ which includes not only Òautomatic merging on components 

and intersection ontology,Ó but also Òfuzzy match along the extended ontology class 

hierarchyÓ which could be further tested and possibly adopted by commercial products. 

     The above example explains in detail how the framework can plot new 

inputs into the three scales to discover its contribution and position on the overall state 

of research, the action cycle of a semantic integration process and four major 

dimensions. It also illustrates how this framework can absorb new knowledge and 
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enrich itself for better logging the progress and promoting the commercialization of 

ontology-driven semantic integration in the future. 

Following similar procedures, this research decomposed 10 applications and 

systems that are either reviewed in this chapter or from which the research takes the 

concepts or component from Table 2 and Table 3 in which the cell value 1 represents 

such an approach or that the system contains or contributes to the component 

represented in the column while 0 means it does not. 

All these ten applications and systems are chosen from the literature between 

the years 2008 to 2011 and collected in the Ontology Matching website 

(http://www.ontologymatching.org/publications.html) which is generally accepted as 

representing the common efforts in ontology and ontology related matching since 2008 

(Shvaiko and Euzenat, 2008). Since this website is not only intended for ontology-driven 

semantic integration --- for example, it collects various literature on single ontology 

building, traditional schema matching in database or AI area, etc. --- the research 

carefully picked the samples to meet at least three criteria:  

I. It must be either a published paper or a workshop proceedings or special 

issues in journals. 

II. It must be about a system or application of ontology-driven semantic integration, 

not just a simple concept or an idea.  The research in fact does not exclude the 

simple concept of an idea but it must be the underpinning or used by a 

proposed or real application or system. 
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Figure 17: Gartner Technology Hype Curve 

 

III. By following the popular Gartner Technology Hype Curve 

(http://www.gartner.com/technology/research/methodologies/hype-cycle.jsp) 

presented in Figure 17, it should be published or tested recently (between 2008 

Ð 2011).  In fact, by checking how many papers collected from the website are 

listed in 1), it will show the number increasing consistently from 18 papers in 

2001 to the peak of 99 in 2008 and slightly declining after that with 80 paper in 

2009, 68 in 2010 and 33 in 2001 (until November 2011). The technology hype 

curve predicts taking 5 to 10 years for a technology to pass the first stage of 

technology trigger and the second stage of peak of inflated expectation in which 

early publicity produces a large number of applications but no one is commonly 

accepted, which closely matches the current status and approximate length of 
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development of ontology-driven semantic integration for the last decade. It is 

safe to say the research now is either in its peak of the second stage or has 

already slightly passed the peak. Therefore this research selects systems and 

applications around its peak time (the recent 3-4 years) to avoid spending time 

on analyzing the approaches that are already discarded or proved obsolete by 

the community (which mostly happened in the first stage of this curve). Among 

all systems and applications that meet the three criteria listed above, this 

research selected 10 of them as the sample to analyze. They are LogMap 

(Jimenez-Ruiz and Grau, 2011), ATOM (Raunich and Rahm, 2011), Human 

Interaction Based Reasoning Using Ontology Alignment (Fujita, Hkura, and 

Kurematsu, 2010) (abbreviated to ÒHIBÓ below for presentation purpose), 

MiniSmatch (Maltese, Giunchiglia and Autayeu, 2010), BLOOMS and 

BLOOMS+ (Jain et al., 2010 and 2011), Fusion (Araujo et al., 2010), TaxME2 

(Giunchiglia et al., 2009), Ontology and Schema Evolution in Data Integration 

(Kondylakis, Flouris and Plexousakis, 2009) (abbreviated to ÒOSVDIÓ below for 

presentation purpose), RiMOM (Li et al., 2009),  Falcon(Hu and Qu, 2008). The 

results are presented below: 
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Table 2: Summary of Ontology Driven Semantic Integration Systems  (Part I) 

  Approaches and Systems LogMap  ATOM  HIB MiniSmatch 
BLOOMS & 
BLOOMS+  

  Year 2011 2011 2010 2010 2010, 2011 

Ontology 
Encoding 
Dimension 

Description Logic 1 1 1 1 1 

XML 1 1 1 0 1 

RDF 1 1 1 0 1 

OWL 1 0 1 0 1 

Conceptual 
Dimension 

Use 1 1 1 1 1 

Extending 1 0 0 0 0 

Alignment 1 1 1 1 1 

Approximation 0 1 0 1 1 

Mapping 1 1 1 0 0 

Merging 0 0 1 0 1 

Unification 0 0 0 0 1 

Application 
Dimension 

Query & Inference Language 0 0 1 1 0 

Ontology Development 
Methodology/Tool 

0 0 0 0 1 

Mismatch 1 0 1 1 1 

Linked Data and Upper Ontology 0 0 0 0 1 

Automatic Integration Tool 1 1 1 1 1 

Ontology Evolution 0 0 1 0 0 

Evaluation 
Dimension 

Existing Evaluation Benchmark 1 1 0 0 1 

Application Measures & Evaluation 0 0 0 1 1 

Large-scale Evaluation Dataset 0 1 1 1 1 

Updates of evaluation dataset 0 0 0 0 0 

User Interaction 0 1 1 1 0 

State of 
Research 

Abstract Research 0 0 0 0 0 

Applied Research 0 1 1 1 0 

Prototype Application 1 0 1 0 1 

Commercial Product 0 0 0 0 0 

Action 
Cycle 

Verifying Ontologies 1 0 1 1 1 

Connecting Ontologies 1 1 1 1 1 

Deriving New Ontology 0 0 1 0 1 

Evaluating New Ontology 0 0 0 0 1 

!
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Table 3: Summary of Ontology-Driven Semantic Integration Systems  (Part II) !

  Approaches and Systems Fusion TaxME2 OSVDI RiMOM Falcon 

  Year 2010 2009 2009 2009 2008 

Ontology 
Encoding 
Dimension 

Description Logic 1 1 1 1 1 

XML 1 1 0 1 1 

RDF 1 1 0 1 1 

OWL 1 1 0 1 1 

Conceptual 
Dimension 

Use 1 1 1 1 1 

Extending 1 0 0 0 1 

Alignment 1 1 1 1 1 

Approximation 1 0 0 1 1 

Mapping 0 1 1 1 1 

Merging 1 1 0 1 1 

Unification 0 0 0 1 1 

Application 
Dimension 

Query & Inference Language 1 1 1 0 1 

Ontology Development 
Methodology/Tool 

0 0 1 0 1 

Mismatch 0 1 1 1 1 

Linked Data and Upper Ontology 1 0 0 0 0 

Automatic Integration Tool 1 0 0 1 1 

Ontology Evolution 0 0 1 0 0 

Evaluation 
Dimension 

Existing Evaluation Benchmark 0 0 1 1 1 

Application Measures & 
Evaluation 

0 1 0 1 1 

Large-scale Evaluation Dataset 0 1 0 1 1 

Updates of evaluation dataset 0 1 0 0 0 

User Interaction 1 0 0 0 1 

State of 
Research 

Abstract Research 0 0 1 0 0 

Applied Research 1 1 0 0 0 

Prototype Application 0 0 0 1 1 

Commercial Product 0 0 0 0 0 

Action 
Cycle 

Verifying Ontologies 1 1 0 0 1 

Connecting Ontologies 1 1 1 1 1 

Deriving New Ontology 1 0 0 1 1 

Evaluating New Ontology 0 0 0 1 0 
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Table 4: Component Counts 

Component  Counts 
Description Logic 10 

XML 8 
RDF 8 
OWL 7 
Use 10 

Extending 3 
Alignment 10 

Approximation 6 
Mapping 7 
Merging 6 

Unification 3 
Query & Inference Language 6 

Ontology Development Methodology/Tool 3 
Mismatch 8 

Linked Data and Upper Ontology 2 
Automatic Integration Tool 8 

Ontology Evolution 2 
Existing Evaluation Benchmark 6 

Application Measures & Evaluation 5 
Large-scale Evaluation Dataset 7 
Updates of evaluation dataset 1 

User Interaction 5 
Abstract Research 1 
Applied Research 5 

Prototype Application 5 
Commercial Product 0 
Verifying Ontologies 7 

Connecting Ontologies 10 
Deriving New Ontology 5 

Evaluating New Ontology 2 

Average 5.533333333 

 

Descriptive statistics of table 4 shows for all 30 components, out of 10 

systems/approaches presented here, the average count is 5.53 with maximum count of 

10 (all systems/approaches contain or contribute such components, e.g. Description 

Logic, Use, Alignment and Connecting Ontologies, and the minimum count is 0 for one 

component ÒCommercial Product.Ó  Most of those systems and approaches are selected 

from 2009 to 2011, so it indicates that at least for now, the ontology-driven semantic 
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integration is still striving in the stage of Prototype Application and the application in 

industry is still immature.  At the same time, some low-count areas should draw our 

attention, for example, Ontology Evolution, Updates of Evaluation Dataset, and 

Evaluating New Ontology, which suggests that current research focuses more on the 

development side that targets achieving better match and performance, but may ignore 

the maintenance part and underlying dataset that is actually tested. Another low-count 

area is abstract research. Though the components from the Ontology Encoding 

dimension such as Description Logic, XML and RDF are almost included in every 

system in this table, further abstract research did not draw a lot of attention like a 

decade ago when the Semantic Web was just prospering. Given the fact that most 

research today is focusing on Automatic Integration Tool/System, a breakthrough in the 

abstract research, e.g. an improved way to encode information other than RDF or new 

web ontology languages to construct the underlying ontologies in the technical aspect, 

or the knowledge incorporated from machine learning, AI or other cutting-edge areas to 

provide new theoretical supports, may contribute more to the commercialization of 

ontology-driven semantic integration. 

 

6.5 Conclusion and Future Work 

By constructing such a framework and utilizing it to analyze some existing 

applications and approaches of semantic integration, this work fills a void in the 

ontology-driven semantic integration research as the first tool clearly decomposing the 

applications to the level of granularity of the ontology encoding, conceptual, application 

and evaluation dimensions. Therefore it takes an important initiative to remove the 

ambiguity of different terms, concepts and evaluation methods, etc. used for todayÕs 

semantic integration, which will greatly help researchers to identify the relationships and 

differences among the flood of ideas arising from the new approaches or systems with 

the existing knowledge. On the other hand, this research will also sketch the boundaries 

of the ontology-driven semantic integration, which will help researchers achieve shared 
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agreement of to-do and not-to-do lists and later a unified conceptualization of this area. 

Given the fact that the ontology-driven semantic integration is still in its early stage, such 

summarization and clarification are extremely necessary. 

By further introducing two additional scales of the overall state of research of 

ontology-driven semantic integration and action cycles, the framework allows 

researchers to evaluate each application or system within the greater picture of 

ontology-driven semantic integration development and helps avoid future overlapping 

work in the research community. With the thorough analysis of actions and different 

states that each approach has, the framework presents the current focus of major 

approaches and at the same time reminds the community about aspects that should 

attract more attention in order to break the bottleneck of semantic integration. To 

summarize, this research is not intended to decide which application or system is better 

than the others. Instead it contributes to the community with the framework that can 

guide reviewing existing and new applications and systems. Extensive usage (and 

certainly future further refinement) of this framework will not only help create a 

formalized ontology of ontology-driven semantic integration but will also depict a 

promising path to the commercial products that industry will adopt.  

Regarding further refinement, several aspects can be improved to enhance the 

framework and dimensions. First of all, concepts and terminology defined in the 

framework are still evolving. Similar to the entire community of semantic integration, 

each of these concepts and the whole terminology may incorporate more terms or 

adjust their meanings. Therefore further work is needed to identify such changes to 

keep the definitions accurate and up to date. 

Secondly, with the refinement of the framework, a formalized evaluation of this 

framework should be developed, which can be addressed from two perspectives: the 

evaluation of the completeness of this framework, and the measurements of matching of 

components. The former should focus on whether all the components identified in this 

research are covering the area of ontology-driven semantic integration. This is different 
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from which individual component should be refined, added or removed from the 

framework. For example, after decomposing LogMap, the framework absorbs the new 

component of Òhigh level extendingÓ. Other decomposition processes may refine certain 

component definition or even modify some of them. Such changes should not affect the 

completeness of the framework because it is intentionally designed to be a self-

improving framework. Instead, with more components growing and some new 

components introduced into the framework, it may need to add a fourth scale or totally 

change one of the scales defined in this framework. Such gradual transition should 

invite the evaluation of the framework for the critical and fundamental changes of 

framework.  But it is worth noting that currently the evaluation of the completeness 

requires the extensive usage of this framework to analyze various systems, 

technologies and approaches of semantic integration in advance, and only when 

sufficient new components are introduced or enough existing components are refined 

will this evaluation be meaningful. The ten systems and applications that the research 

selected to analyze are from the ontologymatching.org website. Though currently it is a 

good literature source in ontology driven integration, it is possible that not all 

publications are included in its website. Therefore the further research may use the 

framework to analyze those neglected systems and applications. The latter, on the other 

hand, should focus on the matching between the components defined in the framework 

and the components retrieved from the input approaches. This will answer questions 

such as Òhow closely is a concept listed in the framework matched with a concept 

decomposed from the input approach?  Will such matching generate the same result 

from multiple evaluators? Is there any quantitative way to define that they are same or a 

new component identified?Ó In fact, the result from analyzing ten selected applications 

and systems is just a first step to operate this framework. It is highly suggested other 

researchers fully utilize it to analyze as many as possible applications and systems. 

Such actions will not only improve the framework and attract more general agreement of 

the components listed in this research, but also help researchers better identify which 
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areas may be the possible breakthrough for ontology driven semantic integration. 

Thirdly, some new criteria and challenges found in the recent research, even if 

they have not presented themselves as new obstacles to semantic integration, should 

be considered and incorporated into the prospective framework. For example, user 

involvement and the user interface attract more and more attention in automatic 

semantic integration system research because of their possible impact on collaborative 

matching. The next version of the framework may maintain a watch list of all these new 

areas and categorize certain topics into the appropriate dimension if necessary. In fact, 

the framework constructed in this research provides a solid foundation to build a 

complete classification or taxonomy of semantic integration, pending its acceptance by 

the community of researchers. Further work then would be to construct an Ontology of 

semantic integration in OWL and publish it to LOD. 

It needs to be noted that the dimensions, state of research and action cycle in 

this research are based on the examination of applications existing in todayÕs semantic 

integration community. Though most of those applications found in this research are still 

in the pre-commercialized stage, the development of semantic web and semantic 

integration is growing fast. As seen in the past ten years, these topics were moving 

quickly from initial abstract research when Berners-Lee first conceptualized the idea of 

ÒSemantic WebÓ, to applied research where RDF and OWL became W3C 

Recommendations, and then to the stage where upper ontologies such as SUMO and 

LOD and standards like RDF/S and OWL are used in some early commercial products.  

The next step expected is various techniques of semantic integration with the facilitation 

of those commonly accepted standards or applications used in formal commercial 

products; this may require the refinement or creation of new criteria, benchmarks or 

processes to evaluate and monitor these products. By then, ontology-driven semantic 

integration would be providing its fully developed power to help people better explore, 

link and dig out the buried meanings of valuable information. 
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