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ABSTRACT 
 
  Molecules containing the phosphate (O—PO3

2-) moiety are ubiquitous in 

biochemistry. Phosphoryl transfer reactions that break and form the O—P 

phosphoryl bond are central to biological processes as diverse as energy 

metabolism and signal transduction. As described by Westheimer, the utility of 

phosphates stem from their ability to be kinetically stable while 

thermodynamically unstable. This dissertation uses electronic structure theory to 

investigate, at an elementary chemical level, the thermodynamic and kinetic 

properties of phosphate esters in an attempt to answer the question, “Why nature 

chose phosphates?”. Chapter 1 formulates the question to be answered. Chapter 

2 provides the underlying theoretical background to the computational methods 

employed. In Chapter 3, the anomeric effect, a stereoelectronic effect is first 

identified as a contributor to the high-energy status of N-phosphoryl-guanidines 

using electronic structure methods. In Chapter 4 it is further found that the 

anomeric effect can contribute to the thermodynamic poise of a range of 

phosphates. Chapter 5 investigates the connection between phosphoryl transfer 

mechanisms and the anomeric effect. It is found that the anomeric effect 

promotes O—P bond cleavage and plays a dominant role in the dissociative 

mechanism of phosphoryl transfer. The impact of other stereoelectronic effects 

such as hyperconjugation upon the hydrogen bonding properties of phosphates 

is also examined in Chapter 6. Compelling evidence is obtained suggesting the 

role of the O—P bond weakening anomeric effect in discriminating phosphoryl 

transfer potentials and controlling reaction rates in a range of biologically 

important phosphoryl compounds. Strong correlations between phosphoryl 

transfer potentials, rates of reaction in solution, O—P bond weakening, and the 

magnitude of the n(O) → σ*(O—P) anomeric effect is shown. This dissertation 

articulates a fundamental property of phosphates that may provide an answer to 

the age old question of “Why nature chose phosphates”. 
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     INTRODUCTION 

Why Did Nature Choose Phosphates? 

 Phosphates dominate the natural world with phosphoryl transfer reactions 

forming the centerpiece of biochemical reactions.1 The most essential 

biochemical phosphate is adenosine triphosphate or ATP. The importance of 

ATP to biology is underscored by Boyer in his 1997 Nobel address who 

estimated that the synthesis of ATP is the most prevalent chemical reaction in 

the human body.2  The importance of phosphates stem from their energy-

transducing properties. Energy derived from the hydrolysis of phosphates such 

as ATP are involved in biological processes as diverse as macromolecule 

synthesis, muscle contraction, active transport and apoptosis.3 Other phosphates 

such as GTP play major roles in signal transduction and phospodiesters form the 

foundation of genetic material.3 As elegantly described by Westheimer, the 

ubiquity of phosphates in nature prompts the question, why did nature choose 

phosphates and almost no other chemically similar group? 4 

 Westheimer pointed out that phosphoryl transfer reactions in nature were 

essentially nucleophilic displacement reactions requiring good leaving groups.4 

Yet, synthetic chemists almost always use better leaving groups such as 

chlorides, bromides and iodides.4 Despite this greater propensity as better 

leaving groups, nature almost never uses such groups for nucleophilic 

displacement reactions. Phosphates and their derivatives are almost always 

used in natural systems. What is it about phosphates that command this place in 

nature? 

 Westheimer followed up by proposing that the utility of phosphates 

stemmed from their ability to be both thermodynamically unstable while 

kinetically stable.4 The thermodynamic instability of phosphates is well known as 

a source of energy for biochemical processes.5 The kinetic stability or slow 

reactivity of phosphates allows this reservoir of energy to be stored (without 

reacting) before being activated by enzymatic environments.4 Although this idea 

of kinetic stability vs thermodynamic instability provides a good overall sense of 
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why phosphates are so useful to nature it does not really answer the question of 

why nature chose phosphates. There is yet to be articulated a fundamental 

chemical property of phosphates that nature exploits to achieve this 

thermodynamic instability and kinetic stability. 

Thermodynamic Instability Of Phosphates 

 The idea of phosphates being a primary biochemical energy provider was 

first coined by Lipmann in 1941 where he proposed the classical view of high-

energy bonds or high-energy phosphates.5 The high-energy bond was described 

as a bond whose hydrolysis yielded large exothermic free energies and the 

energy derived from was used to drive biochemical processes. Only selected 

phosphates can be described as high-energy as not all phosphates produce 

large exothermic free energies when hydrolyzed. Examples of high-energy bonds 

include the N—P bond of arginine phosphate and creatine phosphate and the 

O—P bond of acetyl phosphate, carbamyl phosphate and the ubiquitous ATP.  

 The term high-energy bond has been confused as describing its bond 

energy which is defined as the energy required to break, not hydrolyze, a 

covalent bond 6. Since this process is energy-requiring, not energy-releasing, the 

term high-energy has met with its share of detractors. It is important note that 

hydrolysis is made up of a bond breaking process that requires energy and a 

bond forming process that produces energy. A hallmark of high-energy bonds is 

their lability or weakness. Breaking a high-energy bond requires little energy. So 

the energy produced by bond-forming process dominates the overall free energy 

of hydrolysis. In contrast, low-energy phosphate bonds are significantly stronger 

and a greater energy requirement to break and the overall hydrolysis free energy 

of low-energy bonds is significantly less exothermic. Thus, as described by 

Chance et. al., 7 the term high-energy remains a useful phrase to describe a 

bond whose hydrolysis releases a large amount of energy. 

 Lipmann proposed the concept of high-energy bonds in accordance with 

the known experimentation of his time. It was not till later that it was discovered 

that free energies of hydrolysis were variable. Firstly, it was shown that free 

energies of hydrolysis also depends on the concentration of products and 

 2



reactants as overall free energies of hydrolysis are dependent on the equilibrium 

constant, equations 1 and 2.8 

       [eqn 1]    
24 3

2 4ATP H O ADP HPO H
−− −⎯⎯→+ +←⎯⎯

++

  

2

4

4

2

[ ][ ][
ln

[ ][ ]

ADP HPO H
G G RT

ATP H O

−
]+

−∆ = ∆ +     [eqn 2] 

 Enzymes are known for exploiting this capability to change overall free 

energies by binding select substrates in order to change the equilibrium constant. 

Secondly, free energies of hydrolysis are also dependent upon the environment 

with cation coordination, pH changes and enzyme active site environments all 

imparting differences in hydrolysis free energies of phosphates.9,10 Deriving the 

energy contained in these high-energy bonds does not always require hydrolysis. 

Phosphoryl transfer reactions between high and low-energy phosphates allowed 

the coupling of energy-releasing processes to energy-requiring processes in 

order to drive them to completion.3,9,11 This has led Lipmann’s postulate that it 

was the chemical nature of the high-energy bond that determined the magnitude 

of the free energies of hydrolysis and provided energy for biological processes to 

be questioned.10  

 Despite changes afforded by the equilibrium constant, the standard free 

energy remains the backdrop of overall hydrolysis free energies. Why would 

nature want to work harder, whether by means of raising concentrations of 

cellular phosphates or selective binding, in order to provide the necessary energy 

for biological processes instead of depending, at least partially, on the 

thermodynamic poise of phosphates alluded to by Lipmann? Moreover the notion 

that high-energy bonds cannot account for differences in hydrolysis free energies 

seems to be derived from the belief that the high-energy bond has constant 

chemical properties and so cannot account for such varying free energies of 

hydrolysis. What if there is a property of high-energy bonds that could account for 

such variability? 

 The high-energy character of relevant phosphates has been attributed to 

three main factors; resonance effects, solvation and electrostatics. Resonance 
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factors were first proposed as an explanation for the high-energy character by 

Kalckar in 1940.12 Kalckar states that high-energy phosphates displayed a 

characteristic feature, which he referred to as opposing resonance. Specifically, 

the -N- and -O- linkages at the bridge of high-energy esters were influenced by 

opposing resonance between the organic group at one end and the phosphate 

group at the other. Both the organic group and the phosphate group make 

demands on the bridging -N- and -O- for their independent resonating systems, 

Figure 1. In his own words, “Resonance of type A opposes that of type B leading 

to less resonance energy for the groups combined as an ester than for them as 

independent.” 

C

O

P O

O

O

Type A Type B

-

-

O

R
C

O

P O

O

O-

-

O

R

 

Figure 1.1. A representation of Kalckar’s opposing resonance theory. 

 The increased stability of the hydrolyzed product in comparison to the 

instability of the -O- and -N- linkage is responsible for the large exothermic free 

energies of hydrolysis released when such linkages are hydrolyzed. The main 

weakness of the opposing resonance theory stems from the fact that it is not 

quantitative and has yet to be proven to explain the thermodynamic poise of a 

range of phosphates. 

 George et. al. proposed that solvation factors were more important in 

imparting high-energy character to phosphates than opposing resonance.10,13,14 

Key to this explanation is the fact that a more solvated molecule is more stable 

than a less solvated molecule.10,13,14 George and coworkers found that the 

solvation energy of high-energy phosphates was much lower than their 

hydrolysis products.10,13,14 George and coworkers were also the first to notice the 

impact of ionic form or protonation state upon free energies of hydrolysis. The 

more ionized the phosphate, the greater the magnitude of the hydrolysis free 
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energies. George et. al. saw this as further proof of the impact of solvation upon 

free energies of hydrolysis. They proposed that the relationship between 

protonation state and free energies of hydrolysis was related to entropic effects 

stemming from interactions between ion and solvent, where a greater entropic 

energy term led to more exothermic free energies of hydrolysis.10,13,14 While this 

reason is certainly more quantitative than opposing resonance, solvation factors 

may be a consequence of inherent properties of phosphates. Solvation has also 

only been shown to provide reasons for a select range of phosphates.   

 The final factor often used to explain high-energy character in ATP is 

electrostatics. Here adjacent negatively charged oxygen atoms repel each other 

weakening the -O- linkage decreasing the stability of the ATP reactant relative to 

the hydrolysis product. This reason cannot explain the high-energy character of 

phosphates not possessing adjacent oxygen atoms such as arginine, creatine, 

carbamyl and acetyl phosphates. 

Kinetic Stability of Phosphates 

 Equally important as the ability of phosphates to exhibit thermodynamic 

poise and provide the energy needed to drive biochemical processes is their 

kinetic stability. The kinetic stability of phosphates refers to the low reactivity of 

phosphates in solution compared to the rate enhancements attained in enzymatic 

environments. This property allows phosphates to be stored in solution, 

transported where needed before being activated for use by enzymes.  

 Enzymes accelerate biochemical reactions by reducing the activation 

energy barrier or stabilizing the transition state. The catalytic power of phosphoryl 

transfer enzymes can reach heights of 1021 fold rate accelerations.15 Enzymes 

achieve catalysis through a variety of ways such as acid-base catalysis, 

substrate preorganization, covalent and electrostatic catalysis.16 Phosphoryl 

transfer enzymes are no exception and utilize different ways of achieving 

catalysis.  

 The structure of the arginine kinase transition state analogue shows 

substrates aligned to within 3° for optimal phosphoryl transfer.17 This implicates 

substrate pre-alignment as an important strategy utilized by bimolecular 
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phosphoryl transfer enzymes. The haloalkane dehydrogenase (HAD) family of 

phosphotransferases utilize strategies from simple acid base catalysis to solvent 

exclusion to catalyze phosphoryl transfer.1  

 Despite the myriad of strategies enzymes employ to catalyze phosphoryl 

transfer, the original question ‘Why did nature use phosphates and not other 

groups?’, is still relevant. The ability of the O—P bond to be responsive to 

environmental changes may be an important property exploited by enzymes to 

achieve catalysis. The trapping of the pentacovalent phosphorane as an 

intermediate in enzymatic phosphoryl transfer showed O—P bond lengths 

stretched to 2.1 Å.18 If the O—P bond were stable and invariable, such as a C—

C bond in methane, then phosphoryl transfer enzymes would have extra ‘work’ to 

do to achieve catalysis.   

 Even in solution phosphates demonstrate a remarkable variability in 

reaction rates. Changes in pH alone can induce rate enhancements of 103.19 

Organic solvents can increase hydrolysis rates by almost 106 fold.20,21 The 

chemical nature of phosphates must be able to account for such variability. 

Stereoelectronic Effects 

 Stereoelectronic effects are the chemical and kinetic consequences  

stemming from interactions between atomic orbitals. Such effects are prominent 

in organic chemistry where it has been shown that they profoundly affect 

chemical reactivity and conformation.  

 One of the more common types of stereoelectronic effect is the anomeric 

effect. The anomeric effect was first recognized as the preference of polar groups 

attached to the C1 carbon of galactopyranosyl (sugar) derivatives to attain an 

axial rather than equatorial position. Later orbital rationalizations for the anomeric 

effect showed that this preference was due to highest occupied molecular orbital 

(HOMO) of the polar group the antibonding s-orbital of the C-X bond. 

 This orbital rationalization was generalized to describe the geometric 

consequences of any system containing the Lp-X-A-Y moiety where “Lp” 

represents a lone pair, “X”, any heteroatom, “A” an electropositive atom and “Y” 
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and electronegative atom 22-25. Electron density from the lone pair is delocalized 

into the antibonding A—Y orbital creating a stabilizing effect. Critical to the 

maximization of the anomeric effect is the antiperiplanar arrangement of the lone 

pair and antibonding orbital as seen in Figure 3. This arrangement maximizes 

overlap between the orbitals allowing for maximal electron delocalization. 

 The geometric consequences of this interaction is seen as a lengthening 

of the A—Y bond; increase in electron density in an antibonding orbital always 

has a weakening effect upon that bond. Another geometric consequence of the 

anomeric effect is the shortening of the X—A bond. The classical consequence 

of the generalized anomeric effect is the double bond/ no bond resonance 

structure as shown in Figure 3.  

AY

X

Z

anomeric
stabilization

-

AY

X

Z  

Figure 1.2. The  generalized anomeric effect. 

 Phosphoryl transfer reactions take place through three distinct 

mechanisms. The dissociative mechanism via a metaphosphate intermediate, a 

fully associative mechanism requiring no intermediate and a concerted 

mechanism that proceeds via a phosphorane intermediate, Figure 1.3.   

 The dissociative mechanism, in particular, closely resembles the path of 

the anomeric effect in phosphates, since one extra double bond is formed in the 

phosphoryl moiety and the O—P bond removed. Can stereoelectronic effects, 

such as the anomeric effect, explain the variability in thermodynamic and kinetic 

parameters of phosphates and answer the age old question of why nature chose 

phosphates?  

The possibility that such stereoelectronic factors could be a factor in O—P 

bond cleavage and subsequently reaction rate enhancements was first proposed 

by Gorenstein et. al. in 1977 when investigating the reactions of phosphate 

diesters.26-28 Here it was first noted the selective weakening O—P ester bonds 

anti-periplanar to lone pairs on directly bonded oxygen atoms when it was found 
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that O—P bond lengths changed along a stereoelectronically controlled reaction 

path. Further theoretical and experimental studies on the conformational 

preference of phosphates, such as in nucleic acids and nucleic acid counterparts, 

also suggested a stereoelectronic contribution. 29-32 However, the studies of that 

time lacked the methodology to actually quantify stereoelectronic effects in terms 

of lone pair to antibond delocalization. The best one could do was identify low-

energy conformers consistent with the arrangement of antiperiplanar lone pairs to 

the ester bond and suggest stereoelectronic effects as the source. Perhaps due 

to this lack of quantitative information, rigorous studies connecting 

stereoelectronic effects (in terms on lone pair to antibond delocalization) to 

characteristic thermodynamic, kinetic and conformational behaviour 33 of 

important biological phosphates have been rare. As mentioned by Westheimer 4, 

the importance of phosphates to nature stem from their kinetic stability and 

thermodynamic instability. Stereoelectronic effects in the context of n → σ*(A—Y 

) delocalizations are largely absent in the current scientific discourse on both 

issues.1,34-41   

The natural bond orbital analysis (NBO) method 42 allows quantification of 

stereoelectronic effects in strict orbital to orbital delocalization terms. In NBO 

terminology, the anomeric effect is quantified as an n → σ*(A—Y ) interaction 

with donation of electron density into the antibonding A—Y orbital leading to bond 

weakening effects. The O—P—O moiety along the phosphoryl compound ideally 

satisfies all conditions needed for the anomeric effect to occur.43 The O—P bond 

is polar and each oxygen atom on the phosphoryl group has up to three lone 

pairs available for the donation of electron density into the antibonding σ*(O—P) 

orbital.   

Here we use the NBO method to revisit old problems such as the high energy 

nature and reactivity of phosphates. 
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Figure 1.3. Phosphoryl transfer mechanisms 

 We first show that stereoelectronic effects can account for the high energy 

nature of N-phosphoryl-guanidines. This work is extended to a series of 

phosphates, followed by an assessment of phosphoryl transfer mechanisms in 

the context of the anomeric effect. A study of hydrogen bonding in phosphates in 

the context of orbital overlap is also examined.    
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COMPUTATIONAL METHODS 

 Ab initio quantum mechanical methods were used to examine the 

electronic structure of phosphates from a theoretical viewpoint. Natural bond 

orbital (NBO) methods were used to identify and quantify stereoelectronic effects 

associated with kinetic and thermodynamic parameters of phosphates. 

Quantum Chemical Methods

 The primary computational method used in this work is quantum 

mechanics. Quantum mechanics uses the Schrodinger equation, equation 3, to 

calculate the electronic structure of a molecule. 

^

H Eψ ψ=   [eqn 3]                                                                                                             

where  represents the Hamiltonian operator, 
^

H ψ represents the wavefunction and 

 the energy of the system. E

 The Hamiltonian operator represents the kinetic and potential energy 

contributions of the electrons and nuclei of a system. For an N electron system, 

the Hamiltonian takes the form of, 

22 2 22 2 2^ ' '1 1

2 2
H

i ie i ii

Z Z e Z e e

m m m r r

α β α

α α β α αα αβα > >

= − ∇ − ∇ + − +∑ ∑ ∑ ∑ ∑ ∑ ∑ '

j i j ijrα
∑   [eqn 

4] 

where α and β refer to nuclei and i and j refer to electrons. And where, 

22 1

2 mα α α

− ∇∑   refers to the kinetic energy of the nuclei 

22 1

2 ie i i
m m

− ∑ ∇  refers to the kinetic energy of the electrons 

2'Z Z e

r

α β

α β α αβ>
∑ ∑  refers to the potential energy due to repulsions between nuclei α 

and β 

2'

i i

Z e

r

α

α α

−∑ ∑  refers to the potential energy due to attractions between nuclei and 

electrons  
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2'

j i j ij

e

r>
∑ ∑  refers to the potential energy due to repulsions between electrons 

 In order to make the solution of the Schrodinger equation more tractable, 

the Born-Oppenheimer approximation is used. Here, because the electrons move 

at a speed much faster than the nuclei, the nuclei are considered fixed and the 

Hamiltonian reduces to 

2 22 2^ '1 '

2
H

i i je i ii

Z e e

m m r r

α

α α >

= − ∇ − +∑ ∑ ∑ ∑ ∑
i j ij

  [eqn 5] 

 Solving the Schrodinger equation analytically is still impossible for 

polyatomic systems and further approximations in the form of the variation and 

perturbation theory are usually employed. The variational theorem states that the 

energy of an exact wavefunction is always less than or equal to the energy 

calculated by an approximate wavefunction. By choosing an appropriate 

wavefunction with flexible parameters and minimizing those parameters a less 

expensive solution to the Schrodinger equation can be sought. In the 

perturbation approximation, a small correction called a perturbation is introduced 

into the Hamiltonian. By calculating the corrections to the wavefunction and 

energy at different orders an approximate solution to the Hamiltonian is obtained. 

Hartree-Fock Method 

 One of the earliest and most common electronic structure methods of 

solving the Schrodinger equation is the Hartree-Fock method. The basis of the 

Hartree-Fock method was initiated by Hartree in 1828 when he proposed a self-

consistent field method to describe the movement of one electron with regard to 

all other electrons and nuclei in a polyatomic system. Key to the Hartree-Fock 

method is the description of an N electron wavefunction as a Hartree product. 

1 2 1 1 2 2( , ,...) ( ) ( ).....x x x xψ θ θ=  [eqn 6] 

where 1x  represents Cartesian coordinates and 1θ represents electron orbitals. To 

account for the antisymmetry requirement as demanded by Pauli’s exclusion 

principle, John Slater introduced a version of this representation called a Slater 
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determinant, equation 7. The Slater determinant successfully antisymmetrizes 

the wavefunction.  

1 1 2 1 1

1 2 2 2 2

1 2

1 2

(

( ), ( ),............... ( )

( ), ( )................ ( )1
, ,...)

...............................................!

( ), ( )................. ( )

n

n

n n n

x x

n

x x x

x x x

N

x x x

ψ

θ θ θ
θ θ θ

θ θ θ

=  [eqn 7] 

The Hamiltonian is rewritten in terms of one and two electron integrals to 

accommodate the Slater determinant. 

^
2 22 / 2 ^

1

^

(1)
'1

2 (1)
2

F 
n

i i je i ii

jK
Z e

j J
m m r

α

α α =

= − ∇ − + + −∑ ∑ ∑ ∑  [eqn 8] 

^

J  refers to the Coulomb operator accounting for potential energies of interaction 

and refers to the exchange operator responsible for exchange interaction 

between 2 electrons. 

^

jK

 The limitation of the Hartree-Fock method is its failure to account for 

correlation between opposite electron spins. As such the Hartree-Fock method is 

described to lack electron correlation. The difference between the exact energy 

of a system and the Hartree-Fock energy is therefore known as the correlation 

energy. 

corr exact HFE E E= −  [eqn 9] 

Møller-Plesset Theory 

Møller-Plesset theory uses the perturbation method to account for electron 

correlation. A perturbation representing the difference between the true 

interelectronic interactions and that of the Hartree-Fock interelectronic 

representation is introduced into the Fock operator. The zeroth and first order 

terms represent the Hartree-Fock energy. The second order term takes the form 

of equation 10. 
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2
^

(0)

0
(2)

0 (0) (0)
0 0

s

s s

H

E
E E

ψ φ

≠

=
−∑   [eqn 10] 

(0)

sψ  are all possible Slater determinants. The wavefunction 0φ  is a Hartree-Fock 

wavefunction that includes both occupied and virtual (unoccupied) spin orbitals. 

The wavefunction 0φ provides an avenue for an occupied spin orbital to be 

replaced by an unoccupied spin orbital. In this way electron spins can be 

correlated and the second order correction provides an energetic consequence 

of this correlation. 

Density Functional Theory 

 Density functional theory is based on the premise that all ground state 

descriptors such as energy, wavefunction and electronic structure are functions 

of electron density and that this electron density in turn is a function of just three 

variables, equation 10. 

( ) ( ) ( ) ( )Ne eeE T V Vρ ρ ρ
− − −

= + + ρ  [eqn 10] 

where ( )T ρ
−

is the kinetic energy, ( )NeV ρ
−

the nuclear-electron interaction and the 

( )eeV ρ
− electron-electron interaction. A term that includes exchange and correlation 

is also included making the general form, 

( ) ( ) ( ) ( ) ( )Ne ee EXE T V V Eρ ρ ρ ρ
− − −

= + + + ρ  [eqn 11] 

A significant advantage of density functional theory is that because electrons are 

accounted for as density instead of individual electron populations, the method is 

much less computationally demanding than true correlated methods. 
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Basis Sets 

 A basis set is simply a collection of functions used to represent atomic 

orbitals. A linear combination of these atomic orbitals then represents a 

wavefunction of a polyatomic system, equation 12.  

1

N

i c iµ µ
µ

ψ φ
=

=∑  [eqn 12] 

Where ic µ  are molecular orbital expansion coefficients and µφ are the basis 

functions. 

 The basis function is essentially a mathematical description of the space 

an electron is confined to. Increasing the number of basis functions per atom 

results in a larger basis set that more accurately describes the molecular orbital 

in space since they provide greater flexibility in the space that electrons can 

occupy. The most common type of basis functions include Slater type functions 

which use exponential terms to approximate the radial function of electrons, and 

Gaussian functions.  

 In addition to size considerations, shape considerations also influence the 

utility of basis sets in accurately describing the electronic structure of molecules. 

To allow orbitals to change shape, polarization functions that add angular 

momentum to orbitals can be used. Anions are notorious for having electron 

density far away from nuclei. To treat this problem, diffuse functions that can 

account for disperse electron density is used. 

Natural Bond Orbital Analysis 

 Natural bond orbital analysis is a technique for studying molecular 

structure, in particular hybridization and delocalization effects. It is based on the 

concept of describing molecular structure in terms of electrons localized onto 

bonds and orbital sans as such provides a more intuitive picture of electronic 

structure. In NBO analysis the chosen basis set or wavefunction is transformed 

into a series of localized basis sets such as natural atomic orbitals (NAO),  
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natural hybrid orbitals (NHO), natural bond orbitals (NBO) and natural localized 

molecular orbitals (NLMO). The chosen basis set is transformed via 

orthogonalization and normalization into a complete orthonormal basis set of 

orbitals that can be expanded according to equation 13. 

,

( | )' ( )ij i j

i j

r r r rγ θ θγ
→ → → →

= ∗∑ ( ')  [eqn 13] 

where represents the density matrix. Then as proposed by Lowdin, the 

operator 

( | )'r rγ
→ →

^

γ  can be described by equation 14. 

^

i in iθ θγ =  [eqn 14] 

where represents the occupancy of the eigenorbital 
in iθ .This equation describes 

the density matrix as the sole function of the occupancy of the natural orbital 
iθ . A 

set of natural atomic orbitals is obtained by finding the iθ  with maximum 

occupancy i.e. ~ 2 in the density matrix 
^

γ of an atom. Similarly a set of natural 

bond orbitals is obtained by searching a density matrix 
^

γ of a bonding region. 

Because NBOs and NAOs of the highest occupancy are obtained by this method, 

a Lewis structure representation of lone pairs and bonds is obtained. Each NBO 

can be further decomposed into natural hybrid orbitals of the form 

  [eqn 15]  AB A A B Bc h c hσ = +

where and are the hybrid orbitals and and are the polarization 

coefficients. An artifact of this decomposition is out of phase non-Lewis orbitals in 

the form of 

Ah Bh Ac Bc

AB B A Ac h c hσ ∗ = − B [eqn 16] 

These non-Lewis NBOs represent empty valence shells and are termed 

antibonds. In Lewis structure representation such orbitals are normally 

unoccupied, but departures from this idealized picture occur leading to small 
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occupancies of these antibonds that generally amount to < 1%. In effect these 

small occupancies are electron delocalizations. The utility of these antibonding 

orbitals is that because their occupancy is minimal, they can be treated as a 

perturbation using perturbation theory. This then allows the delocalization effects 

to be quantified by second order perturbative expressions. 

2^

(2) 2
F

E

σ σ

σ σ

ε ε∗

∗

∆ = −
−

[eqn 17] 

In this NBO allows the quantification of delocalization effects between individual 

orbitals that other treatments of delocalization or charge transfer do not allow. 

 The other most commonly applied method of studying charge transfer 

interactions is the Kitaura-Morokuma method.44 The main criticism of the NBO 

method is that it has a tendency to overestimate charge transfer effects. A classic 

test case of this is in the study of charge transfer effects in the water dimmer. 

The charge transfer given by NBO is given as -9.6 kcal/mol whilst that given by 

the Kitaura-Morokuma method is -1.8 kcal/mol using the same 6-31G* basis set.  

 The origin of this discrepancy lies in the way charge transfer is treated 

between the two methods. In order to define charge-transfer the total atomic 

orbital space is divided into mutually orthogonal subspaces. Each subspace is 

associated with an atom and electron occupancy divided between the 

subspaces. In the NBO procedure this subspace is divided equally into bonding 

and anti-bonding orbitals. In the Kitaura Morokuma procedure, not all the atomic 

orbitals are equally divided into bonding and anti-bonding orbitals. In the case of 

the water dimer, 8 of the 12 valence orbitals are divided in this way but the other 

4 orbitals are treated with a Schmidt orthogonalization procedure that results in 

antibonds with unusually low occupancy. The net result for this is that electron 

density gets sequestered into bonding orbitals instead of antibonds and charge-

transfer contributions misclassified as electrostatic contributions.45     

 One other method to calculate charge transfer effects is the block-

localized wavefunction (BLW) method.46,47 The main difference between this 

method and NBO is that the localized wavefunction constructed by the NBO 
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method is not optimized to self-consistency while the block-localized 

wavefunctions are. Again compared to the BLW method, NBO has been shown 

to overestimate charge-transfer effects. However, it has been shown that NBO 

produces similar qualitative results with the BLW method. Thus while caution 

must be exercised in treating standalone NBO charge-transfer numbers, NBO 

can be a robust method for deriving qualitative trends. 47 However, the most 

compelling reason to use NBO remains the fact that NBO can quantify 

delocalization interactions between individual orbitals. Both the Morokuma and 

BLW methods only quantify total charge transfer within molecular species.   

 Natural Resonance Theory

 One important offshoot of NBO is the natural resonance theory. Here the 

density matrix is represented as a sum of individually weighted density matrices, 

equation 18. 

trueD Dwα
α

α=∑ [eqn 18] 

where wα  represents the % weight of the resonance form described by density 

matrix Dα . This method allows a quantification of which resonance form 

dominates a population and can be useful in understanding the underlying 

chemical origin of species dominating reaction pathways. 
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STEREOELECTRONIC EFFECTS IN PHOSPHAGENS 

 

Reproduced with permission from Ruben, E. A., Chapman, M. S. & Evanseck, J. 

D. (2005) J Am Chem Soc 127, 17789-17798. Copyright 2005 American 

Chemical Society. 

“Generalized Anomeric Interpretation of the "High-Energy" N-P Bond in N-Methyl-

N'-phosphorylguanidine: Importance of Reinforcing Stereoelectronic Effects in 

High-Energy Phosphoester Bonds.” 

Introduction 

 Phosphagens (N-phosphorylguanidines) are a group of small, 

phosphorylated biomolecules that participate in phosphoryl transfer reactions 48-

51,  as shown in Figure 3.1.   

NHN'

N''H2

P O

O

O

R1

N'-phosphorylguanidine

NH2N

NH2

R1

guanidine

+ ATP+ ADP + H+

+ +

-

-

d1

d2
d3

R2 R2

 

Figure 3.1. A schematic of the phosphagen kinase reaction as modeled with N’-phosphorylguanidine. The 
designation of N, N’ and N’’ for the guanidinium nitrogens is used throughout the text. The R1 group of N’-
phosphorylguanidine, which does not participate in the reaction, is modeled as a methyl group. In most N’-
phosphorylguanidines, or phosphagens, R2=H except for creatine where R2=CH3

1.  

 Phosphoryl transfer reactions that break and form high-energy 

phosphoester bonds have been recently referred to as “the centerpiece of 

biochemical processes” due to their fundamental roles in metabolism and 

signaling 1,52-55. The reversible transfer of the phosphoryl group from N-

phosphorylguanidines to ADP is crucial in maintaining steady ATP 

concentrations. ATP is the currency from which most biological processes derive 

all their energy needs and this reversible phosphoryl transfer is essential in 
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tissues subject to rapid fluctuations in energy demands, such as the heart muscle 
51 and nervous tissue 56.   

 While crystallography 17,57-61, biochemical kinetics 59,61-64 and 

thermodynamic studies 65,66 have all furthered the understanding of phosphagen 

kinase enzymes that catalyze the reaction in biological systems, critical 

molecular level aspects surrounding the chemistry of N-phosphorylguanidine 

substrates remain unknown. Among the needed studies is a clear understanding 

of the molecular origin of the labile or high-energy N’—P bond between the 

phosphoryl and guanidine groups 67. The weakness of the N’—P bond is 

essential to the physiological role of phosphagens, where the exothermic 

cleavage of the N’—P bond is coupled to the endothermic formation of the O—P 

bond, thus enabling the favorable formation of ATP. The determinants of N’—P 

bond lability control the capacity of phosphagens in fulfilling their role in providing 

phosphoryl groups in ATP formation, and to date have not been clearly defined 

nor quantified.  

 Both N’—P and O—P bonds have been described as labile or high-energy 

bonds owing to the fact that the hydrolysis of these bonds is accompanied by 

relatively large negative standard free energy change, ∆G°. It is important to note 

that the term “high energy bond” is not the same as “bond energy”, which is 

defined as the energy required to break, not hydrolyze, a covalent bond 6. The 

standard free energy change of ATP hydrolysis is ~ -7.3 kcal/mol and that of N’-

phosphorylcreatine is ~ -10.3 kcal/mol, indicating a preference of O—P over N’—

P bond formation. However under more complex physiological conditions, there 

is little difference in the overall free energy change 6,68. Because both compounds 

exhibit relatively large negative free energy changes during hydrolysis 6, the 

chemical rationalization of the high-energy character of the N’—P bond in N-

phosphorylguanidines has been assumed implicitly to be similar to that of the 

O—P bond in ATP6,68 . Because phosphoryl transfer involves the breaking or 

formation of high-energy phosphoryl bonds, the chemistry of these bonds has a 

profound effect on mechanism and catalysis1. 
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 The high-energy character or weakness of the O—P phosphoanhydride 

bonds in ATP has been traditionally attributed to three main factors. Firstly, 

resonance stabilization in the phosphoester reactant is less favorable than in the 

hydrolyzed products causing the O—P bond to be weakened 6,12,68,69. Protonation 

states directly impact resonance stabilization and control of mechanism in 

phosphate monoesters 70,71,72. Weaker resonance stabilization in the 

phosphodiester has been rationalized as an “opposing resonance effect” brought 

about by competition between adjacent, resonance stabilized, phosphoryl groups 

for the same lone pair on the bridging oxygen atom 6,10,12,69,73,74. Secondly, 

electrostatic repulsion between negatively charged oxygen atoms on the 

adjacent phosphoryl groups destabilizes the esterified form and should lengthen 

the O—P bond 6,68. The phosphagen guanidinium and phosphoryl groups are 

oppositely charged so electrostatic repulsion does not contribute to the lability of 

the N’—P bond. Finally, solvation of ATP has been shown to be less favorable 

than that of its hydrolysis products 6,14,68. Apart from solvation, these arguments 

have been qualitative. 

 Resonance factors, including opposing resonance theory, have been used 

to explain N’—P bond lability in N-phosphorylguanidines due to energetic 

similarity with O—P phosphoanhydride bonds in ATP 6,12. However, there are no 

reports in the literature that directly examine the resonance factors governing the 

underlying weakness of the N’—P bond and subsequently its ability to affect 

phosphoryl transfer reactions or mechanism. One reason for this is that the 

weakness of the N’—P bond itself makes phosphagens in free acid forms difficult 

for experimentation. Indeed to the best of our knowledge, geometric parameters 

of phosphagens in isolation have not been reported. 

 Crystallographic studies of a phosphagen kinase enzyme, transition state 

analog complex 17 suggests that the enzyme stabilizes a transient, hitherto 

unanticipated quaternary form of the phosphorylated N’ nitrogen. In phosphagen 

kinase enzymes, electrostatic calculations suggest that it is entirely conceivable 

that alternate protonated forms may exist 59,60. Because protonation states 

influence conjugation and resonance, the reported electrostatic calculations 
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emphasize the need for detailed studies of phosphagen structure and their 

determinants of stability. However, even if only one form predominates in biology, 

the aim of using the different forms in this is to probe any possible association 

between N’—P bond length and resonance through systematic investigation. 

 Due to the physiological importance and lack of understanding of the high-

energy N’—P bond in significant biochemical reactions, a systematic study of 

N’—P bond lability has been undertaken. Computational methods have been 

utilized to study resonance and stereoelectronic effects of different protonation 

states upon the chemistry of the N’—P bond. Electronic structure calculations 

with a variety of basis sets and quantum chemical methods have been employed 

to investigate the structure and stability of the N’—P bond. Electronic structure 

methods with natural bond order analysis provide the necessary atomistic and 

stereoelectronic detail to identify and quantify the determinants of N’—P lability.  

Computational Methods 

 All electronic structure calculations were carried out with the Gaussian 

program 75,76 using the computational resources at the FSU School for 

Computational Science and Information Technology (CSIT), the Center for 

Computational Sciences 77 at Duquesne University and the Pittsburgh 

Supercomputer Center 78. 

To identify reasonable, low-energy gas-phase conformations, the protonated 

systems were subjected to grid searches along the three main dihedrals, C-N-C-

N’’ (d1), N-C-N’-P (d2) and C-N’-P-O (d3), as shown in Figure 3.1. The dihedral 

angles were scanned in 30º increments from 0 to 180º using the PM379,80  

semiempirical method. PM3 was chosen because of its ability to provide 

stationary points as a starting point for further optimizations at higher levels of 

theory for a variety of phosphorus and nitrogen containing compounds 81,82. The 

energy minimized structures were located using Hartree-Fock (HF), density 

functional theory (DFT) and second-order many-body Møller-Plesset 83 theory 

(MP2). Specifically, DFT was implemented by using Becke's three-parameter 

hybrid (exchange) functional 84 with gradient corrections provided by the Lee, 

Yang, and Parr 85 (B3LYP). Acknowledging the lack of dispersive forces in DFT 
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methods 86, MP2 optimizations were carried out on all structures to serve as a 

point of verification and test of DFT. To further validate the MP2 and B3LYP 

geometries and energies, two selected structures were optimized using coupled-

cluster theory (CCSD) 87-89 and quadratic CI (QCISD) 90,91. The Pople style 3-21G 
92-94, 6-31G(d) 95-97, 6-31+G(d) 95-98 and 6-311++G(d,p) 98-100 basis sets were 

utilized. Contributions due to thermal, vibrational, rotational and translational 

motions, including zero-point energies, were included separately by standard 

statistical mechanical procedures available in Gaussian. Frequency analysis has 

been used to confirm all stationary points as minima or transition structures and 

provide thermodynamic and zero-point energy corrections 101.  

Results and Discussion  

 A two-step approach is used to identify the stereoelectronic effects 

responsible for the lability of the N’—P bond of N-phosphorylguanidines. First, 

through electronic structure calculations, clearly defined trends are established 

between the different protonation states and N’—P bond lengths, with N’—P 

bond lengths being the physical characteristic associated with N’—P  lability. 

Second, using an NBO analysis of the different protonated forms, N’—P bond 

lengths are shown to depend upon the delocalization and stereoelectronic 

interactions of phosphoryl and guanidinium groups.  

 Phosphagen geometries and energies. N-methyl-N’-phosphorylguanidine 

is used as a model compound representative of phosphagens. The model 

contains atoms common to all phosphagens, but in this model, R1 = CH3 where 

the substituent in natural phosphagens is one of several groups from acetate to 

ethyl phosphoserine 102-104. A total of five protonation sites (Figure 3.2) of N-

methyl-N’-phosphorylguanidine, three of which are chemically identical (sites 1-

3), have been investigated. 

 Of the nine possible geometries investigated (Figure 3.3), 16 low-energy 

configurations, two conformations each for 1b-3c, have been selected from the 

grid searches at the PM3 level for further investigation. The difference between 

the first and second lowest energy structure is in all cases an 180º rotation about 

the dihedral labeled d2 in Figure 3.1. The energy difference between the two low 
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energy structures is less than 1.0 kcal/mol at the PM3 level. Where a third low 

conformation is found, the energy difference between the second and third 

lowest energy structures is at least 6.0 kcal/mol, so these higher energy 

conformations are not further considered. 
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Figure 3.2. N-methyl-N’-phosphorylguanidine with protonation sites labeled 1 through 5. The 
designation of N, N’ and N’’ used in the text is shown.  

 The remaining 16 low-energy structures have been further energy 

minimized at levels of theory ranging from HF/3-21G to B3LYP/6-311++G(d,p). 

At the B3LYP/6-311++G(d,p) level, the energy difference between the d2 

rotamers increases to at least 7.0 kcal/mol. Therefore, only the lower energy E-

forms have been further optimized using MP2/6-311++G(d,p). The computed 

N’—P bond lengths are given in Tables 3.1 and 3.2. Relative energies of the final 

eight structures are given in Table 3.3. There are no imaginary frequencies for 

any of the eight structures indicating that each structure is a true minimum. 

Validation of acceptable quantum chemical methods and basis sets is 

complicated by the lack of prior theoretical calculations and the limited 

experimental information available. The only experimental structure comes from 

a crystal of the hydrated sodium salt of N-phosphorylcreatine 105. Its relevance 

here is limited by the substitution of R2=CH3 in creatine instead of R2=H in other 

phosphagens. This affects the C—N bond length and delocalizing interactions 

involving C—N’ and C—N’’. Secondly, the coordination of the Na+ counterions to 

the phosphoryl group affects the O—P bond lengths relative to the free acid 

forms from the computations. 
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Figure 3.3. The nine structures studied in this work. Overall charges are given in parentheses. 

 The computations are validated by comparing structures and energies 

with results from higher levels of theory. The CCSD/6-311++G(d,p) and 

QCISD/6-311++G(d,p) levels of theory have been selected as the standards, 

since they have been shown to produce accurate structures and relative energies 
106-108. The N’—P bond of both isomers of 1a dissociates during energy 

minimization attempts using all levels of theory employed. Isomers of 2a also 

dissociate during energy minimization using MP2/6-311++G(d,p), CCSD/6-

311++G(d,p) and QCISD/6-311++G(d,p). However, all other levels of theory give 

a stationary point for 2a. Even though minima are located, it is clear that the 
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lower levels of theory do not predict a stabilized structure, since the N’—P bonds 

are longer than 2.0 Å (Table 3.1). 

   Table 3.1: N’—P bond lengths calculated at different levels of theory.                    

    

  
 HF/  HF/ HF/ B3LYP/ B3LYP/ B3LYP/ MP2/ 

 6-31G(d) 6-31+G(d) 6-311++G(d,p) 6-31G(d) 6-31+G(d) 6-311++G(d,p) 6-311++G(d,p) 

 

     1b 1.947 1.940 1.938 2.007 1.998 2.007 1.979 

     1c 1.802 1.803 1.796 1.836 1.837 1.830 1.823 

     2a 2.055 2.004 2.004 2.014 2.021 2.010

 nd 

     2b 1.796 1.788 1.784 1.831  1.821 1.821 1.816 

     2c 1.701 1.699 1.694 1.722 1.721 1.717 1.710 

     3a 1.845 1.831 1.825 1.883 1.870 1.870 1.856 

      3b 1.718 1.715 1.711 1.742 1.740 1.737 1.737 

      3c 1.658 1.658 1.654 1.676 1.677 1.673 1.673 

 

 With differences in 2a between levels of theory, it was important to 

validate the MP2/6-311++G(d,p) and B3LYP/6-311++G(d,p) methods for the 

other structures. The energy-minimized structures of 2b are compared with those 

computed at CCSD/6-311++G(d,p) and QCISD/6-311++G(d,p). As seen in Table 

3.2, the MP2 and B3LYP N’—P bond lengths show little change with the higher 

levels of theory. Using the 6-311++G(d,p) basis set, the difference in the N’—P 

bond lengths between MP2 and CCSD is 0.008 Å where the difference is 0.006 Å 

between MP2 and QCISD.  Overall across selected bond lengths, the difference 

when comparing MP2 with CCSD and QCISD is 0.004 ± 0.003 Å and 0.004 ± 

0.002 Å, respectively. Consequently, MP2/6-311++G(d,p) is found to produce 

structures in solid agreement with both CCSD/6-311++G(d,p) and QCISD/6-

311++G(d,p). B3LYP/6-311++G(d,p) is also in strong agreement with the higher 

levels of theory (Table 3.2). 
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Table 3.2: Structural comparison of 2b at high levels of theory.                                  

        

         

Structure 2b B3LYP/ MP2/ CCSD/ QCISD/  

 6-311++G(d,p) 6-311++G(d,p) 6-311++G(d,p) 6-311++G(d,p) 

 

N—P  1.821 1.816 1.808 1.810  

P—O1 1.636 1.629 1.624 1.624  

P—O2 1.477 1.476 1.469 1.471  

P—O3 1.508 1.507 1.498 1.500  

C—N’   1.335 1.335 1.333 1.334  

C—N’’ 1.362 1.369 1.369 1.371  

C—N 1.329 1.327 1.327 1.328  

 

Average error between B3LYP and CCSD = 0.007 ± 0.003 Å;  Average error between B3LYP and QCISD = 
0.007 ± 0.004 Å; 
Average error between MP2 and CCSD = 0.004 ± 0.003 Å;  Average error between MP2 and QCISD = 
0.004 ± 0.002 Å.  

 

 Fully optimized structures together with N’—P bond lengths at both the 

B3LYP/6-311++G(d,p) and MP2/6-311++G(d,p) are shown in Figure 3.4. B3LYP 

produces geometric results that are close to MP2 when using the 6-311++G(d,p) 

basis set for all structures (Table 1 and S1) except 2a (where B3LYP predicts a 

stationary point). In fact, the computed average energy difference is 0.5 ± 0.2 

kcal/mol between MP2/6-311++G(d,p)//MP2/6-311++G(d,p) and MP2/6-

311++G(d,p)//B3LYP/6-311++G(d,p) across all computed structures (Table 3.3). 

Most importantly, all levels of theory show bond lengths that are correlated, i.e. 

all bond lengths change from structure to structure in similar ways. For example, 

the N’—P bond length always decreases in the following order:  1b > 3a > 1c > 

2b > 3b > 2c > 3c for all levels of theory.   

Stereoelectronic and anomeric effects. The weakness of the N’—P bond has 

been traditionally explained by the increased resonance stability of the 

dissociated phosphoryl and guanidinium groups compared to the N-

phosphorylguanidine product 6,12,68,69. The framework for increased resonance 

stability has been given by opposing resonance theory6,12,69, where the 

phosphoryl and guanidinium groups compete for the same lone pair on the 

bridging nitrogen, N’, giving a weakened N’—P bond (Figure 3.5).      
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Table 3.3: Relative energy differences (between structures) calculated by the various methods including 
scaled Z.P.E. The scale  factor used for the ZPE was 0.9135 for HF/6-31G(d), 0.9163 for HF/6-31+G(d) and 
HF/6-311++G(d,p), 0.9806 for all B3LYP calculations and 0.9748 for MP2 calculations 80.   
       

    

 Level of theory 1b-2b 1c-2c 1b-3c 2b-3c 2a-3b 

 

 

HF/6-31G(d) 25.6 55.1 19.8  -5.8 28.5 

HF/6-31+G(d) 25.4 54.2 19.1    -6.2 27.5 

HF/6-311++G(d,p) 26.2 54.7 23.0    -3.3 29.9 

B3LYP/6-31G(d) 20.7 46.4 11.6  -9.1 20.1 

B3LYP/6-31+G(d) 20.3 45.6 10.6 -9.6 19.8 

B3LYP/6-311++G(d,p) 21.2 46.0 13.6 -7.6 20.7 

MP2/6-311++G(d,p) 17.3 42.4 12.6 -4.7 nd 

MP2/6-311++G(d,p)//HF/6-311++G(d,p) 18.1 43.6 13.8 -4.3 25.0 

MP2/6-311++G(d,p)//B3LYP/6-311++G(d,p) 18.1 42.7 12.8  -5.3 23.4 

 

Average error between MP2 and B3LYP = 2.9 ± 0.9 kcal/mol; Average error between HF and B3LYP = 8.3 ± 
3.4 kcal/mol; 
Average error between MP2//MP2 and MP2//B3LYP = 0.5 ± 0.2 kcal/mol.        

               

Figure 3.4.  Eight optimized structures of N-methyl-N’-phosphorylguanidine. N’—P bond lengths in Å are 
given at B3LYP/6-311++G(d,p) and MP2/6-311++G(d,p) (in parentheses). 
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Figure 3.5. In opposing resonance theory, there are two types of resonance forms, Type A and Type B. It 
has been proposed that both types compete for the same lone pair on the bridging nitrogen, N’. As a result, 
the N’—P bond is weakened18-21. In NBO nomenclature, the delocalization interaction responsible for Type A 
is identified as n(N’) → σ*(C—N’’) or n(N’) → σ*(C—N) and Type B is identified as a n(N’) → σ*(P—O) 
orbital interaction. 

 By changing the protonation states of N-methyl-N’-phosphorylguanidine, 

investigation of the relationship between increased resonance at the phosphoryl 

and guanidinium groups and N’—P bond lengths, as well as testing opposing 

resonance theory, is possible. By examining the amount of electron 

delocalization from the lone pair on the N’ to the guanidinium and phosphoryl 

groups using an NBO analysis, we obtain a quantitative estimate of the extent to 

which competition for the lone pair on N’ is correlated with N’—P bond lengths. 

Specifically, through second-order perturbation methods, an NBO analysis 

quantifies the interactions between Lewis and non-Lewis type NBOs, showing 

how much the actual delocalized system deviates from the idealized Lewis 

structure. Second-order perturbation energy terms provide a quantitative 

estimate of the delocalizing interactions. Therefore, NBO analysis provides a 

convenient method to identify and relate specific delocalization interactions with 

N’—P bond lengths. 

 Since the identity of the delocalizing interactions responsible for the trend 

in N’—P bond lengths are of interest, we focus on interactions with σ(N’—P) as a 

donor or with σ*(N’—P) as an acceptor. Note that electron density loss from 

σ(N’—P) and electron density gain in σ*(N’—P) both lead to longer, weaker N’—

P bonds. The delocalization interaction responsible for the resonance form Type 

A is identified as n(N’) → σ*(C—N’’) or n(N’) → σ*(C—N), while that of Type B is 

 28



given by n(N’) → σ*(P—O), as illustrated in Figure 3.5. We also focus on these 

interactions to investigate the correlation between N’—P bond length and the 

magnitude of such interactions, in order to test opposing resonance theory. 

These findings are presented below. 

 Role of oxygen lone pairs in destabilizing the N’—P bond. The six 

structures, 2a through 3c, show distinct variation in N’—P bond lengths (Table 

3.1, Figure 3.4). Two trends can be seen in the calculations where increased 

phosphoryl protonation results in shorter, stronger N’—P bonds and protonation 

at the unsubstituted N’’ nitrogen leads to longer, weaker N’—P bonds. 

Comparing structures isoprotonic at the guanidinium group, we find that 

increasing protonation at the phosphoryl group leads to shorter N’—P bonds, 

where 2a > 2b > 2c and 3a > 3b > 3c (Table 1, Figure 3.4). Even for tetrahedral 

N’, structures 1b and 1c showed similar N’—P bond length trends where 1b > 1c. 

This is true at all levels of theory tested (Table 1). From a qualitative perspective, 

these results clearly show that decreased phosphoryl resonance leads to shorter 

N’—P bonds, as expected 6,68,70. 

 The increase in N’—P bond lengths is strongly correlated to the total 

magnitude of N’—P bond weakening n(O) → σ*(N’—P) interactions. The 

correlation holds regardless of method used (Table 3.4 and Figures 3.6 and 3.7) 

or the presence of solvation (Figure 3.7). R2 values exceed 0.9 in all cases.  

 Electron density delocalization can be considered as interference between 

waves. As such destructive interference occasionally results. Such destructive 

interference called anti-cooperative interactions, are destabilizing. Since in this 

case, there is more than one lone pair donating into there is a possibility that 

destructive interference between the lone pair delocalizations occur. This would 

lead to different values in overall anomeric energy that may not give the 

correlations given in Figure 3.6 and 3.7. To check that the correlations were 

correct and that the interactions were not anti-cooperative, an NBO deletion 

analysis comparing the total E(2) energy values to the simultaneously deleted 

interactions 23,109-114 was performed. With all structures, there is a slight positive 

cooperativity (Table 3.4). Nevertheless, the correlation between the total n(O) → 
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σ*(N’—P) energy terms and  N’—P bond lengths made does not change whether 

E(2) or deletion energies are used (Figure 3.6). The correlation of the 

simultaneously deleted energies with the N’—P bond lengths is insignificantly 

better with R2 = 0.989 compared to R2 = 0.988 for the sum of the E(2) values. 

Due to the insensitivity of the computed values to changes in solvent and 

method, E(2) values at the B3LYP/6-311++G(d,p)// B3LYP/6-311++G(d,p) level 

in vacuum is discussed throughout the manuscript. To probe the effect of solvent 

on the structures, optimizations were performed on all structures using the PCM 

method in toluene (dielectric constant, 2.379) and water (dielectric constant, 

78.39). The structures show that with increasing dielectric constant, the N’—P 

bond length shortens with no difference in the trends between N’—P bond 

lengths and anomeric energies (shown in Figure 3.7).  

Table 3.4: Deletion analysis of the anomeric effect. Etotal is the sum of individual 

deletions, and Esum is the interactions deleted simultaneously at the HF/6-

311++G(d,p)//B3LYP/6-3-11++G(d,p)  and HF/6-311++G(d,p)//MP2/6-3-

11++G(d,p)optimized structures. All values are in kcal/mol.  

 

                                                         2a 2b 2c 3a 3b 3c  

 

HF/6-311++G(d,p)//B3LYP/6-311++G(d,p)        

E
sum                                                                   78.7 57.1 40.1 60.8 46.8 39.2  

E
total

                                            66.3 50.0 36.7 54.3 42.0 35.6  

        

HF/6-311++G(d,p)//MP2/6-311++G(d,p)        

E
sum

  nd 57.6 40.3 59.3 46.8 38.8 

Etotal  nd 50.3 36.8 53.2 42.0 35.8    
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Figure 3.6. The graph shows the correlation between the energy values of the interactions of the n(O) → 
σ*(N’—P) type with N’—P bond lengths using energies (red line) deleted simultaneously and sum of the E(2) 
energies (blue line). The level of theory used here is HF/6-311++G(d,p)//B3LYP/6-311++G(d,p).  

 

 The sum of the interactions is presented. This is comprised of three 

reinforcing n(O) → σ*(N’—P) җ interactions from each of the three phosphoryl 

oxygen atoms (six to eight lone pairs). The individual contributions from each 

interaction is approximately 20–30 kcal/mol when fully deprotonated (1a-3a). Our 

computed values are consistent with other n(O) Ҙ values that have been previously 

published 24,25.  

 The n(O) → σ*(N’—P) interaction (Figure 3.8) is a generalized anomeric 

interaction of the Lp-X-A-Y variety where “Lp” represents a lone pair, “X”, any 

heteroatom, “A” an electropositive atom and “Y” and electronegative atom 22-25. 

The generalized anomeric effect has been well documented as being responsible 

for a wide variety of effects most notably in molecular conformation 115-117.  
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Figure 3.7. The graph shows the correlation between the energy values of the interactions of the n(O) → 
σ*(N’—P) type with N’—P bond at the B3LYP/6-311++G(d,p)// B3LYP/6-311++G(d,p) level. The black line 
shows the gas phase correlation, the red line at a dielectric of 2.379 and the blue line 78.39. Each set (gas 
phase, dielectric=2.379 and dielectric=78.39) include, in ascending order of bond lengths, structures 3c, 2c, 
3b, 2b, 3a and 2a.  
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Figure 3.8. A schematic and orbital diagram of the anomeric interaction in 3a between n(O) and σ*(N’—P). 

 The computations provide an explanation on why increased phosphoryl 

protonation results in shorter N’—P bonds. A phosphoryl group has three lone 

pairs on each of the two negatively charged oxygen atoms and two lone pairs on 

the neutral oxygen atom (Figure 3.8). Successive protonation removes lone pairs 

of electrons from a possible anomeric interaction. The anomeric effect is further 

reduced by increasing the energy difference between the average n(O) lone pair 

 32



energy and σ*(N’—P), as shown in Table 3.5. As protonation at the phosphoryl 

group increases (2a < 2b < 2c and 3a < 3b < 3c), so does the n(O) → σ*(N’—P)  

energy difference (2a < 2b < 2c and 3a < 3b < 3c). 

Table 3.5: Energy values of the oxygen lone pairs and σ*(N'-P). As protonation on the phosphoryl 
group increases, the average energy of the oxygen lone pairs decrease as do the σ*(N'-P) energies. 
However, the energy gap between the oxygen lone pairs and σ*(N'-P) orbital increases leading to a 
more pronounced anomeric n(O) → σ*(N’—P) interaction. All values are in a.u.      
  
 Average Energy 
Level of Theory  Structure n(O) energy σ*(N'-P) energy difference 
  
 
B3LYP/6-311++G(d,p) 2a -0.25011 0.58185  0.83196  
  2b -0.61305 0.37306  0.98611  
  2c -0.82806 0.25956  1.08762  
                             3a -0.26191 0.69213  0.95404  
  3b -0.47168 0.60857  1.08025  
  3c -0.68679 0.46401  1.15080  
 
MP2/6-311++G(d,p) 2b -0.61572 0.37406  0.98978  
  2c -0.83144 0.26587  1.09731  
  3a -0.26188 0.69487  0.95675  
  3b -0.47299 0.60497  1.07796  
  3c -0.68971 0.45981  1.14952  
        
 

 As discussed, protonation of the phosphoryl group modulates the number 

and quality of the n(O) → σ*(N’—P) anomeric interactions, which is the primary 

factor in determining the N’—P bond length. Structure 2a has the same 

phosphoryl protonation state as 3a, 2b as 3b and 2c as 3c. Therefore, it is 

expected that the magnitude of n(O) → σ*(N’—P) should be equal for the pairs of 

structures 3a and 2a, 3b and 2b, and similarly 3c and 2c.  The secondary factor 

found involves the guanidinium protonation state. Consider structures from series 

2, which are protonated at N’’ to give a delocalized guanidinium. As such, N’ 

becomes more sp2-like for structures 2a-2c compared to 3a-3c. The change in 

hybridization of N’ stabilizes the σ*(N’—P) orbital allowing for more efficient 

overlap with n(O) lone pairs yielding a stronger anomeric effect for series 3. This 

is seen in Table 3.5. where the difference in energies between the average lone 

pair energy and σ*(N’—P) is less in series 2 compared to 3 (2a < 3a, 2b < 3b and 

2c < 3c). Therefore, the protonation state changes for both series 2 and 3 are 

related and have the same influence on the anomeric effect giving a linear 

response. 
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 The ranking of the N’—P bond lengths is as expected with the primary 

(phosphoryl protonation) and secondary (guanidinium protonation) factors in 

operation, 3c < 2c < 3b < 2b < 3a < 2a. Structure 3c has the shortest N’—P 

bond, since the phosphoryl group is fully protonated and the guanidinium is not 

protonated, minimizing the anomeric effect. Structure 2c has the second shortest 

N’—P bond, since with the same phosphoryl protonation state, the N’’ 

guanidinium is protonated increasing the anomeric interaction. The pattern 

continues through all six structures. 

 The results explain why a stationary point could not be located for 

structure 2a at the higher levels of theory. We find a large n(O) → σ*(N’—P) 

energy interaction for structure 2a. It is possible that the N’—P bond fails to form 

in 2a at the MP2/6-311++G(d,p) level, because of the bond weakening anomeric 

interaction. The lower levels of theory may not have properly described this 

phenomenon and produced a stationary point. 

 Role of N—P bond as a donor; interactions with guanidinium. Comparing 

structures that are isoprotonic at the phosphoryl group, but either singly or doubly 

protonated at N’’, we find in terms of N’—P bond lengths that 2a > 3a, 2b > 3b 

and 2c > 3c (Table 3.1, Figure 3,4). Doubly protonated N’’ forms display longer 

N’—P bond lengths. Again this is true at all levels of theory. Any nitrogen atom 

on a guanidinium group with only one proton effectively locks the lone pair on 

that nitrogen into a double C=N bond, preventing it from participating in 

delocalization interactions involving the guanidinium group. Two protons on N’’ 

makes it more sp3-like, allowing more conformational freedom and possible 

delocalization with the guanidinium system.  

The NBO results also show σ(N’—P) → σ*(C—N)  and σ(N’—P) → σ*(C—N’’) 

interactions that could contribute to the weakening of the N’—P bond (Figures 

3.9 and 3.10). The total magnitude of the N’—P bond weakening interactions are 

correlated with N’—P bond lengths. The E(2) and Edel magnitudes are 2a > 3a, 

2b > 3b and 2c > 3c mirroring differences in N’—P bond lengths (Tables 3.4, 

Figure 3.9). This can be rationalized by the fact that deprotonation of N’’ locks the 

lone pair on N’’ into a double bond at C=N’’ making it difficult for other delocalized 
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forms to exist 54 in series 3 structures relative to series 2. As the N’—P bond is a 

source of electrons for guanidinium delocalization, it is lengthened as it is 

weakened with increasing σ(N’—P) → σ*(C—N)  and σ(N’—P) → σ*(C—N’’) 

interactions in series 2. The correlation (R2 = 0.994) between the sum of σ(N’—

P) → σ*(C—N)  and σ(N’—P) → σ*(C—N’’) interactions and N’—P bond lengths 

is clear, but these stabilizing interactions are weaker than the generalized 

anomeric interaction n(O) → σ*(N’—P) previously discussed. 
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Figure 3.9. The correlation between N’—P bond lengths and the sum of the σ(N’—P) → σ*(C—N)  and 
σ(N’—P) → σ*(C—N’’) interaction energies at the B3LYP/6-311++G(d,p)//B3LYP/6-311++G(d,p) level. The 
black line shows the gas phase correlation, the red line shows the correlation at a dielectric of 2.379 and the 
blue line a dielectric of 78.39. Each set (gas phase, dielectric=2.379 and dielectric=78.39) include, in 
ascending order of bond lengths, structures 3c, 2c, 3b, 2b, 3a and 2a. 

 Being of the same protonation state at the guanidinium, 2a, 2b and 2c as 

well as 3a, 3b and 3c are expected to have almost equal σ(N’—P) → σ*(C—N)  

and σ(N’—P) → σ*(C—N’’) interactions. The fact that the σ(N’—P) → σ*(C—N)  

and σ(N’—P) → σ*(C—N’’) interactions decrease in order of 2a > 2b > 2c and 3a 

> 3b > 3c  according to N’—P bond lengths may be explained by a better overlap 

between the σ(N’—P) and σ*(C—N)  and σ*(C—N’’) orbitals and stronger 

stereoelectronic effect in forms with less protonation at the phosphoryl group, as 

shown in Table 3.6. The trend in the energy difference between the σ(N’—P) and 
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σ*(C—N)  and σ*(C—N’’) is 2a < 2b < 2c and 3a < 3b < 3c, thus explaining the 

linearity seen for all structures in Figure 9. 

 

Table 3.6 : Energy values of σ (N'-P) and σ*(C-N) as well as σ*(C-N’’). All values are in a.u. 

 

 

                 Energy difference   

   Energy Energy           between σ N'--P and   

Level of theory  Structure σ (N’—P) σ*(C-N) σ*(C-N'')        σ*(C-N'')         (σ*C-N) 
 

 

B3LYP/6-311++G(d,p)  2a -0.31439 0.61421 0.49855 0.92860 0.81294 

  3a -0.45140 0.99038 0.95083 1.44178 1.40223 

  2b -0.85665 0.75233 0.73937 1.60898 1.59602 

  3b -0.74212 0.87692 0.89493 1.61904 1.63705 

  2c -1.12617 0.56534 0.61842 1.69151 1.74459 

  3c -0.98881 0.74757 0.86853 1.73638 1.85734 

MP2/6-311++G(d,p)    2b  -0.72771 0.75227 0.66135 1.47998 1.38906 

  3b -0.86125 0.89237 0.86053 1.75362 1.72178 

  2c -0.97959 0.61924 0.55944 1.59883 1.53903 

  3c -1.13046 0.73638 0.79137 1.86684 1.92183 
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Figure 3.10. Stereoelectronic interactions a) σ(N’—P) → σ*(C—N) in 2c and b) σ(N’—P) → σ*(C—N’’) in 3a. 

 N-methyl-N’-phosphorylguanidine with a quaternary nitrogen at N’. The 

calculations indicate that when N’ is quaternary, the N’—P bond is weakened. 

Structures 1b and 1c both show a quaternary nitrogen at the N’ position.  The 

N’—P bonds of 1b and 1c are longer than their isoprotonic counterparts 2b and 

2c that have ternary N’ nitrogens, as shown in Table 3.1. The N’—P bonds of 1b 
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and 1c are also longer than in their counterparts 3b and 3c that have a ternary N’ 

nitrogen. The increase in the N’—P bond length suggests that the N’—P is 

weaker if the N’ is quaternary.  

 NBO analysis shows that as expected the anomeric n(O) → σ*(N’—P) 

interaction is greater in 1b than 1c with interaction energies, E(2), values of 139.1 

kcal /mol and 70.8 kcal/mol, respectively for the B3LYP/6-311++G(d,p) optimized 

structures. For the MP2/6-311++G(d,p) optimized structures, this value is 137.4 

kcal/mol and 76.9 kcal/mol, respectively. Because the values of the anomeric 

n(O) → σ*(N’—P) interaction are well-correlated to N’—P bond lengths, we 

expect that the E(2) values for the same interaction to be even larger for 

structure 1a. To test this and because we were unable to find a minimum 

structure for 1a at any theory level tested, we performed an NBO analysis on 

minimized structures for 1b with the extra proton on the phosphoryl removed. 

While not a true stationary point, this calculation provides an idea of the 

magnitude of the anomeric n(O) → σ*(N’—P) interaction. We have found for both 

the MP2/6-311++G(d,p) and B3LYP/6-311++G(d,p) structures, the  anomeric 

n(O) → σ*(N’—P) interactions are increased for this restrained structure, 1a, with 

values of 167.0 kcal/mol for both structures explaining its instability. 

 Dative bonds formed from a nitrogen lone pair as a donor are well-

documented in the literature 118,119, as well as those with phosphorus as an 

acceptor 1. Our calculations show that this dative interaction, seen by n(N) → 

n*(P) energies, may provide an explanation of the dissociation of 1a. In 

structures with longer N’—P bonds, lesser dative n(N) → n*(P) interactions are 

expected. The NBO analysis supports such an interpretation where the n(N) → 

n*(P) interactions increase with shorter N’—P bond lengths. For example, the 

E(2) values for the n(N) → n*(P) interactions at the B3LYP/6-311++G(d,p) level 

increases from 173.7 kcal/mol to 203.2 kcal/mol to 419.4 kcal/mol from 1a to 1b 

to 1c. At the MP2/6-311++G(d,p) level these values are 173.7 kcal/mol, 216.0 

kcal/mol and 411.6 kcal/mol. Taken together (Figure 11) the dissociation of the 

N’—P bond in 1a occurs when the magnitude of the n(N) → n*(P) bond 

stabilizing interaction is no greater than the anomeric n(O) → σ*(N’—P) 
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destabilizing interactions. Bond formation will occur if the dative forces are 

greater than the destabilizing anomeric effect, explaining why structure 1a is not 

a stationary point. 
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Figure 3.11. Interaction energies for series 1 structures.  For structure 1a, when the N’—P bond does not 
form, the anomeric interactions i.e. the n(O) → n*(N’—P) interactions that favor breaking the N’—P bond are 
almost equal to the n(N’) → n*(P) interactions that favor forming the N’—P bond. When the N’—P bond is 
shorter and stronger, the n(N’) → n*(P) interaction (that favors forming the N’—P bond) dominates. E(2) 
interaction energies are used in this case. 

 

 Opposing resonance theory. The opposing resonance theory states that 

the weakness of the N’—P bond is due to the competition for the same lone pair 

on N’ by two strongly delocalized groups, i.e phosphoryl and guanidinium. For 

opposing resonance to be a significant effect, the magnitude of the delocalization 

of the lone pair on N’ towards the guanidinium should be approximately equal to 

the delocalization of the same lone pair towards the phosphoryl group. In short, 

the magnitude of the n(N’) → σ*(C—N) and n(N’) → σ*(C—N’’) interactions 

should be nearly equal to that of the n(N’) → σ*(P—O) type interactions. 

However, for all structures, the magnitude of n(N’) interactions with C—N and 

C—N’’ bonds are markedly greater than those with P—O bonds (Tables S8 and 

S9). As expected from using basic chemical intuition, this imbalance towards the 

guanidinium gives little competition for the lone pair and opposing resonance is 

not a strong effect. 

 To support opposing resonance theory, it is also expected that a balance 

of n(N’) → σ*(C—N’’) and n(N’) → σ*(C—N) with n(N’) → σ*(P—O)  interactions 
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to be  greater in structures with longer N’—P bonds. For example, the (N’) → 

σ*(C—N) and n(N’) → σ*(C—N’’) interactions and the n(N’) → σ*(P—O)  

interactions should be larger and better balanced in 3a than 3c. Again the results 

show that this is not the case when comparing all structures (Tables 3.6 and 3.7). 

For example, for structure 3a, the values are 50.6 kcal/mol for the n(N’) → 

σ*(C—N) and n(N’) → σ*(C—N’’) interactions compared to 7.2 kcal/mol for the 

n(N’) → σ*(P—O)  interactions. For structure 3c, the values are 27.5 kcal/mol for 

the n(N’) → σ*(C—N) and n(N’) → σ*(C—N’’) interactions compared to 23.6 

kcal/mol for the n(N’) → σ*(P—O)  interactions. In fact, this is opposite to 

opposing resonance theory with the structure with the shorter N’—P bond 

experiencing more competition for the lone pair of N’ and therefore less overall 

resonance than the structure with the longer N’—P bond. 

 In fact no relationship between the n(N’) → σ*(C—N) and n(N’) → σ*(C—

N’’) as well as n(N’) → σ*(P—O)  interactions and N’—P bond lengths can be 

derived from the interaction energies (Tables 3.7 and 3.8). The computed data 

underscores the inability of opposing resonance theory to describe N’—P bond 

lability in phosphagens.   

Relevance to high-energy phosphoryl bonds. The lability of high-energy 

phosphoryl bonds is crucial for many cellular processes120, in particular, cellular 

energy buffering by phosphagens and energy production by ATP hydrolysis 18,19. 

However, detailed structural studies have been limited due to the lability of these 

high-energy bonds possibly from experimental resolution and time scale issues. 

In modern textbooks 18,19, a qualitative understanding based upon the opposing 

resonance effect, resonance stabilization and solvation have been used to 

explain this phenomenon. For the first time, we have shown that the anomeric 

effect plays a significant role in the weakness of the N’—P bond and not the 
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Table 3.7 : Interactions of n(N’) with other orbitals on B3LYP/6-311++G(d,p)   

optimized structures. 

 

Donor Acceptor   E(2) E(j)-E(i) F(i,j) 

   kcal/mol a.u. a.u. 
 

Structure 3a      

n(N') σ*(C-N)  0.82 1.06 0.028 

n(N') σ*(C- N'')  20.78 1.02 0.134 

n(N') σ*(C-N'')  39.20 0.68 0.148 

n(N') σ*(P-O1)  3.90 1.03 0.059 

n(N') σ*(P-O2)  3.00 1.03 0.051 

Structure 3b      

n(N') σ*(C-N)  0.63 1.13 0.025 

n(N') σ*(C-N'')  10.52 1.15 0.101 

n(N') σ*(C-N'')  32.58 0.71 0.138 

n(N') σ*(P-O1)  1.53 1.05 0.036 

n(N') σ*(P-O2)  12.99 0.84 0.093 

n(N') σ*(P-O3)  1.95 1.04 0.041 

Structure 3c      

n(N') σ*(C-N'')  3.39 1.32 0.061 

n(N') σ*(C-N'')  31.32 0.69 0.134 

n(N') σ*(P-O1)  5.52 0.87 0.062 

n(N') σ*(P-O2)  17.75 0.89 0.112 

n(N') σ*(P-O3)  1.84 1.06 0.04 

Structure 2b      

n(N') σ*(C-N)  128.9 0.47 0.228 

n(N') σ*(C-N'')  7.02 1.14 0.085 

n(N') σ*(P-O1)  6.02 0.87 0.067 

n(N') σ*(P-O2)  2.16 1.07 0.045 

Structure 2c      

n(N') σ*(C-N)  83.23 0.53 0.197 

n(N') σ*(P-O1)  8.89 0.9 0.081 

n(N') σ*(P-O2)  6.27 0.91 0.069 
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Table 3.8: Interactions of n(N’) with other orbitals on the MP2/6-311++G(d,p) optimized 

 structures. 
 

Donor Acceptor   E(2) E(j)-E(i) F(i,j) 

   kcal/mol a.u. a.u. 

 

Structure 3a      

n(N') σ*(C-N)  1.32 1.10 0.035 

n(N') σ*(C-N'')  18.85 1.12 0.134 

n(N') σ*(C-N'')  30.42 0.69 0.131 

n(N') σ*(P-O1)  2.00 1.07 0.043 

n(N') σ*(P-O2)  1.57 1.05 0.037 

n(N') σ*(P-O3)  3.65 1.08 0.058 

Structure 3b      

n(N') σ*(C-N)  1.04 1.15 0.032 

n(N') σ*(C-N'')  12.63 1.18 0.111 

n(N') σ*(C-N'')  24.81 0.73 0.122 

n(N') σ*(P-O1)  0.80 1.08 0.027 

n(N') σ*(P-O2)  11.56 0.87 0.090 

n(N') σ*(P-O3)  2.42 1.07 0.046 

Structure 3c      

n(N') σ*(C-N)  0.83 1.21 0.029 

n(N') σ*(C-N'')  8.06 1.26 0.092 

n(N') σ*(C-N'')  18.59 0.76 0.108 

n(N') σ*(P-O1)  4.52 0.9 0.057 

n(N') σ*(P-O2)  17.19 0.92 0.112 

n(N') σ*(P-O3)  1.91 1.09 0.042 

Structure 2b      

n(N') σ*(C-N)  130.04 0.48 0.229 

n(N') σ*(C-N')  11.34 1.13 0.108 

n(N') σ*(P-O1)  5.17 0.87 0.062 

n(N') σ*(P-O2)  2.75 1.07 0.051 

Structure 2c      

n(N') σ*(C-N)  82.03 0.54 0.197 

n(N') σ*(P-O1)  9.03 0.91 0.083 

n(N') σ*(P-O2)  5.96 0.92 0.067 

 

 

opposing resonance effect. The anomeric effect also explains the trend that 

increasing phosphoryl resonance leads to longer N’—P bonds. The symmetry 

between the phosphate groups in ATP could imply a more balanced competition 

for the lone pair on the bridging oxygen atom, giving a more significant opposing 

resonance effect. Nevertheless, the computed evidence of the significant role the 

anomeric effect plays in weakening the N’—P bond in phosphagens requires 

such reinforcing anomeric effects to be considered in the lability of the O—P 

bond in ATP. In particular, the anomeric control of high-energy bonds is likely to 
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impact the understanding of phosphoryl transfer reaction mechanism and 

catalysis. 

Conclusion 

Modulating the resonance capability of N-methyl-N’-phosphorylguanidines by 

studying structures differing in both the number and placement of protons 

provides a novel interpretation of the stereoelectronic factors contributing to the 

lability of the high-energy N’—P bond in phosphagens. Compelling evidence 

shows that decreased delocalization at either the phosphoryl or guanidinium 

groups of N-methyl-N’-phosphorylguanidine results in stronger N’—P bonds in 

accordance with the traditional view that the phosphoryl and guanidinium are 

more strongly stabilized by resonance when separated than when bonded. In 

particular, an explicit link between different protonation states and N’—P bond 

lengths is provided by the quantum computations. For example, protonation at N’’ 

alone is sufficient to cause significant weakening of the N’—P bond. However, 

evidence of competition between the phosphoryl and guanidinium groups for the 

same lone pair on the bridging nitrogen, N’, is not found as described in opposing 

resonance theory. Indeed, we find that interactions between the lone pair on the 

bridging nitrogen, N’, and the guanidinium dominates over interactions between 

the same lone pair and the phosphoryl thus negating the possibility of 

competition between the two groups. The weakness of the N’—P bond is directly 

correlated with an increase in the anomeric interaction n (O) → σ*(N’—P). To a 

lesser extent, interactions of σ(N’—P) → σ*(C—N) and σ(N’—P) → σ*(C—N’’) 

type can also explain the weakness of the N’—P bond. These interactions 

directly correlate N’—P bond strength with protonation state and provide a 

rationalization for an increase in overall resonance being accompanied by a 

weakening of the N’—P bond. The anomeric effect in particular provides an 

intriguing new avenue into the factors controlling the strength of high-energy 

bonds and phosphoryl transfer reactions. 
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ON THE NATURE OF THE HIGH ENERGY BOND  

Reproduced with permission from Journal of the American Chemical Society, 

submitted for publication. Unpublished work copyright 2007 American Chemical 

Society. 

Introduction 

Previous work identified the generalized anomeric effect as a factor for the 

weakness of high energy N—P phosphoester bonds in N-phosphorylguanidines 
121. The generalized anomeric effect is a delocalization effect where electron 

density is delocalized from the antiperiplanar lone pairs from the three phosphoryl 

oxygen atoms into the single O—P antibonding orbital, thus weakening that bond 
24,25,122. In the NBO nomenclature, this is seen as three independent 

n(O)→σ*(O—P) interactions. The generalized anomeric effect stabilizes a double 

bond/no bond resonance form 25. In the case of phosphate compounds, such as 

N-phosphorylguanidines, the no bond stabilized form is conveniently the same 

high energy bond cleaved by hydrolysis. Physically, this phenomenon is 

manifested by a lengthening of the high energy bond. Energetically, the same 

phenomenon results in an energy lowering of the products, when the bond in 

question is indeed absent, giving a more exothermic free energy of hydrolysis. 

Here, we show that the generalized anomeric effect is not just an isolated effect 

accounting for the weakness in phosphoguanidinium compounds, but it rather 

deeply impacts biology by controlling the weakness of the cleaved O—P bond in 

important phosphoryl compounds such as ATP. First, we establish a link between 

the weakness (bond length) of the cleaved O—P phosphoryl bond and 

experimental standard free energies of hydrolysis for a series of phosphoryl 

compounds, Figure 4.1, ranging in phosphoryl transfer potential. Second, we 

show that both O—P phosphoryl bond lengths and experimental standard free 

energies of hydrolysis correlate strongly with the magnitude of the bond 

weakening anomeric effect, as calculated by natural bond orbital (NBO) analysis 
42. Third, we investigate how different environmental effects affect bond strengths 

and show that the magnitude of anomeric interactions and consequently bond 
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lengths is modulated by the presence of solvent, protonation and coordination to 

Mg2+.  

 

O -

X O P O -

O

cleaved O-P phosphoryl bond  
Substituent                                       Experimental dG hydrolysis (kcal/mol) 

 X= 1: glycerate  (glycerol-3-phosphate) -2.2  

 2: methanolate (methyl monophosphate) -2.2 

 3: 3,4,5,6 tetrahydroxytetrahydropyranyl -3.3 

  methanolate (glucose-6-phosphate) 

 4: 3,4,5 trihydroxy 6 tetrahydropyranolate -5.0 

   (glucose-1-phosphate) 

 5: pyruvate enol (phosphoenol pyruvate) -6.8 

 6: methyl monophosphate (methyl diphosphate)  -8.5 

 7: methyl diphosphate (methyl triphosphate) -8.5 

 8: acetate (acetyl phosphate) -10.3 

 9: 3-phosphoglycerate  

         (1,3 bisphosphoglycerate)                -11.8 

     10:carbamate (carbamyl phosphate) -12.5 

Figure 4.1 : A schematic of the structures studied in this work. Different substituents are described and 
standard free energies of hydrolysis given. Note: for phosphoenol pyruvate only the free energy of the 
phosphoryl transfer process of hydrolysis is given. The tautomerization from the enol to keto form is not 
included. Names of final structures are shown in parentheses. 

Methods 

All electronic structure calculations were carried out using G03 76. Natural bond 

orbital calculations were performed using NBO 3.1 42 as implemented in G03. 

Initial conformations for all structures were obtained from either prior published 
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calculations 123,124, crystal structures 125,126 or potential energy scans about select 

dihedrals at the PM3 80 semiempirical molecular orbital approximation. Minimum 

energy structures from these were optimized using B3LYP 84,85 density functional 

method and the 6-311++G(d,p) 98,99 basis set. All calculations for structures in 

Figure 1 were performed in water using the PCM 127 model. Calculations of the 

magnitude of the anomeric effect were performed using NBO 3.142. NBO 

transforms the non-orthogonal atomic orbitals from the HF wavefunction into 

natural atomic orbitals (NAO), natural hybrid orbitals (NHO) and natural bond 

orbitals (NBO) each of which are complete and orthonormal. This allows electron 

density to be localized onto bonds and atoms, leading to a better description of 

the molecule as a localized Lewis structure. Because NBO transformation 

provides filled orbitals that are more concentrated (localized) in terms of 

occupancies delocalizing interactions are then effectively treated as a 

perturbation through second-order perturbation theory. The E(2) energy values 

from the second-order perturbation method then provide a reasonable 

quantitative description of the magnitude of such delocalizing interactions 22,122. 

Another way of obtaining a quantitative estimate of the magnitude of delocalizing 

interactions is the deletion method as implemented in NBO. Here, the interacting 

orbitals are removed from the Fock matrix in NBO and the difference in energy 

between the two density matrices, with and without the interacting orbitals is 

calculated. This is called the deleted energy. Because the deletion method can 

assess the net effect of more than 1 interaction, it can be used to assess the 

possibility of anti-cooperative orbital interactions which E(2) values alone do not 

reflect 122. NBO deletion analysis was performed using the HF/6-311++G(d,p) 

method on B3LYP/6-311++G(d,p) optimized structures due to the inconsistency 

of deletion operations using DFT wavefunctions, as detailed in the NBO manual 
42. For the study of environmental effects on triphosphate structures, only gas 

phase calculations were used as the intention was to probe the effect of 

protonation and electrostatics only. Prior calculations on the high energy N—P 

bond in phosphagens 121 and tests on selected structures showed that this level 

of theory was sufficient to identify the changes in phosphoryl bond lengths 

associated with the generalized anomeric effect. More extensive basis sets and 
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higher levels of theory did not change any general trend. Frequency calculations 

were performed in conjunction with all energy minimizations to characterize all 

stationary points as minima and not transition structures. Charges were 

calculated according to the Merz-Singh-Kollman method 128,129. 

Results and Discussion 

The phosphoryl compounds modeled, as shown in Figure 4.1, were chosen 

to span the wide range of free energies of hydrolysis from high energy (-12.5 

kcal/mol) to low energy (-2.2 kcal/mol) systems. Optimized structures are shown 

in Figure 4.2.  

Hereafter, the cleaved high energy bond as shown in Figure 4.1, is referred 

to simply as the O—P bond. A direct correlation (R=-0.89) between experimental 

standard free energies of hydrolysis and calculated O—P bond lengths is found, 

as shown in Figure 4.3a. This finding clearly shows that not all O—P bonds are 

equal in strength. The correlation between O—P bond lengths and free energies 

of hydrolysis strongly suggests that bond weakening effects contribute to 

exothermic free energies of hydrolysis. 

The observed correlation is found to stem from stereoelectronic effects 

inherent in the phosphoryl group. Specifically, O—P bond lengths are found to 

correlate (R = 0.93) with the n(O)→σ*(O—P) generalized anomeric effect (Figure 

4.3b) using NBO 42. The NBO method describes the molecule as a Lewis 

structure with electron density localized onto bonds and atoms 109.  Delocalizing 

interactions are then quantitatively described as perturbations to this localized 

system using perturbation theory. The anomeric energy also correlates with the 

experimental standard free energies of hydrolysis (R = -0.95) (Figure 4.3c), 

further underlining the connection between high energy status and the magnitude 

of the anomeric effect. To our knowledge, no other molecular reason given for 

high energy nature 3,12,14,69,130,131 correlates with this range of experimental free 

energies of hydrolysis. 
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Figure 4.2 Optimized structures 

 

 

 

 

 47



       

R = -0.89

-15

-13

-11

-9

-7

-5

-3

-1

1.65 1.7 1.75 1.8

O-P bond length (Å)

E
x

p
e

ri
m

e
n

ta
l s

ta
n

d
a

rd
 f

re
e

 e
n

e
rg

ie
s

 
o

f 
h

y
d

ro
ly

s
is

 (
k

c
a

l/m
o

l)

1 2

6

4

5

3

7

8

9
10

 

a 

         

R = 0.93

55

60

65

70

75

80

85

1.65 1.7 1.75 1.8

O-P bond length (Å)

E
(2

) 
A

n
o

m
e

ri
c

 e
n

e
rg

ie
s

(k
c

a
l/m

o
l)

1

2
4

5

8

6

7

3

9

10

 

b 

 

 

R = -0.95

-13.5

-11.5

-9.5

-7.5

-5.5

-3.5

-1.5

55 60 65 70 75 80

Calculated anomeric energy values (kcal/mol)

E
x

p
e

ri
m

e
n

ta
l s

ta
n

d
a

rd
 f

re
e

 e
n

e
rg

ie
s

 
o

f 
h

y
d

ro
ly

s
is

 (
k

c
a

l/m
o

l)

1

4

3

6

8

7

2

5

9
10

 

c 

Figure 4.3 a) Correlation between standard free energies of hydrolysis and O—P bond lengths. b)  
Correlation between O—P bond lengths and the magnitude of the n(O)→σ*(O—P) anomeric effect. All 
structures were calculated at the B3LYP/6-311++G(d,p) level of theory in water using the PCM method. c)  
Correlation between standard free energies of hydrolysis and the magnitude of the n(O)→σ*(O—P) anomeric 
effect. 
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The n(O)→σ*(O—P) generalized anomeric effect is a delocalization or 

stereoelectronic effect, whereby electron density from the antiperiplanar lone pair 

of electrons is delocalized into an adjacent antibonding orbital on polar bonds 
22,24,25,43,122. This is also known as a hyperconjugative or charge transfer effect 25. 

The O—P—O 43 moiety along the phosphoryl compound ideally satisfies all 

conditions needed for the anomeric effect to occur. The O—P bond is polar and 

each oxygen atom on the phosphoryl group has one antiperiplanar lone pair (for a 

total of three such interactions) available for the donation of electron density into 

the antibonding σ*(O—P) orbital.  As expected, the results show that only 

antiperiplanar lone pairs participate in anomeric delocalization. The magnitude of 

each anomeric interaction is ~25 kcal/mol, which is typical of other reported 

charge transfer interactions 43,132. The net anomeric effect is a sum of 

contributions from all three oxygen atoms. No evidence of anti-cooperative 

effects, for example destructive interference between the three contributions is 

seen, Figure 4.4. As detailed in previous work 122 an analysis of the combined 

effect of electron density donations to the same antibonding orbital is important 

when investigating any general trend. This is because anti-cooperative effects i.e. 

destructive interference between lone pair wavefunctions can remove any 

correlation. To check that no anti-cooperative effects occur, the deletion method 

as implemented in NBO 3.1 is used. Here the combined effect of eliminating all 3 

interactions is compared to the effect of individually deleting each interaction and 

numerically adding all three energy terms. If the combined elimination is less than 

the numerical addition, then anti-cooperative effects occur. The convention 

followed here is that anomeric energies refer to E(2) values, calculated using 

density functional theory, from the three phosphoryl oxygen atoms numerically 

summed. 
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Figure 4.4 a Correlation between O—P bond lengths and anomeric energy. b Correlation between free 
energies of hydrolysis and anomeric energy. In both cases the anomeric energy was calculated using three 
different methods. 1) second order perturbation (E(2)) 2) the deletion procedure by summing individual 
deletions and 3) the deletion procedure where all interactions were deleted simultaneously. 
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Figure 4.5 A schematic of the anomeric effect in phosphates 

 

To understand how the anomeric effect impacts the exothermicity of 

hydrolysis, it is instructive to consider a simple resonance picture, as shown in 

Figure 4.5. The anomeric effect preferentially stabilizes a double-bond/no-bond 

resonance structure relative to the bonded form. Conveniently, the no-bond 

preferred is also the exact O—P bond broken during the hydrolysis process. 

Thus, the resonance form stabilized by the anomeric effect is essentially the 

products of the reaction, and an enhanced anomeric effect results in products of 

the reaction that are lower in energy or a more exothermic hydrolysis. The 

relative destabilization of the reactants is physically manifested by a distinct 

weakening of the O—P bond, by electron density donation into σ*(O—P), 

corroborating the intuitive idea where a weaker O—P bond leads to a less 

endothermic bond dissociation process allowing for a more exothermic overall 

free energy of hydrolysis. 

Product stabilization by the anomeric effect is distinct from other 

resonance explanations given in biochemical texts 3,12,69,130. These focus on the 

increased resonance stability of the substituent (“X” in Figure 4.1) relative to the 

phosphorylated form. Such explanations involve delocalization effects along the 

 51



substituent group where the number of alternate resonance structures for 

substituent X is greater when not phosphorylated. The anomeric effect is different 

from these explanations, as it does not involve any delocalization interactions on 

the substituent group. The anomeric effect is solely dependent upon the 

magnitude of interaction between the lone pairs on the phosphoryl and σ*(O—P) 

antibonding orbital 

Charges calculated according to the Merz-Singh-Kollman method 128,129 

show that in general, negative charges on the phosphoryl oxygens decrease as 

the anomeric effect increased. Although the decrease in charges were small 

~0.0014 e, the trend nevertheless matches with the expectation that as electron 

density from the phosphoryl oxygens is donated into the σ*(O—P) antibond the 

less negative the overall charge. 

 Enhancement of the anomeric effect in high energy compounds by 

substituent effects.The magnitude of the anomeric effect is often described as 

being dependent upon the energy gap between the lone pairs and antibonding 

orbitals 22,122. To understand why the anomeric effect is enhanced in high energy 

compounds as opposed to low energy compounds, we investigated the orbital 

energies of both the lone pair and O—P antibond. The dependency of hydrolysis 

free energies and the anomeric effect upon orbital energy gaps is clearly evident 

in the computed orbital energies. As shown in Figure 4.6a, compounds with larger 

hydrolysis energies show a smaller gap between lone pair and antibonding orbital 

energies. The finding is underscored in Figure 4.6b, where a greater anomeric 

effect is given by a smaller gap between orbital energies. It is also evident from 

Figure 4.6 that the closing of the gap is primarily due to the lowering of the 

σ*(O—P) orbital energy, rather than the raising of the lone pair orbital energy. 
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Figure 4.6. a) Relationship between orbital energies and standard free energies of hydrolysis. b) 
Relationship between orbital energies and anomeric energies. 

 

A relationship between σ* orbital energies and polarity is found, as shown 

in Figure 4.7. Using the difference between the percentages of NBO on O and P 

as an index of polarity (this is also equal to the difference between squares of 

polar coefficients) of the O—P bond, an increased polarity of the σ*(O—P) bond 

is found to correlate with a lower σ*(O—P) orbital energy, as shown in Figure 

4.6a. With a lower σ*(O—P) orbital energy, the energy gap between the lone 

pairs and  σ*(O—P) is reduced leading to an enhanced anomeric effect and in 

turn more exothermic free energies of hydrolysis, as shown in Figures 4.7b and 

4.7c. Others have also found that the lowering in energy of orbitals is often due to 

an increase in polarity 22. The substituent enhances the polarity of the σ*(O—P) 

antibonding orbital by inductively withdrawing electrons. In general, it is found that 

the greater the electron withdrawing capacity of the substituent group (C=O and 

COR in acetate and 3-phosphoglycerate), the greater the polarity of the σ*(O—P) 

antibonding orbital and the greater the magnitude of the anomeric effect. 
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Figure 4.7. a) Correlation between σ* (O—P) polarity and orbital energies. b) Correlation between σ* (O—P) 
polarity and anomeric energies. c) Correlation between σ* (O—P) polarity and hydrolysis energies. 

 

 Substituent effects upon other resonance factors. A common 

understanding of high energy character stemming from Kalckar’s opposing 

resonance theory is that the electron-withdrawing substituent removes electron 

density from the bonding orbital leading to weaker O—P bonds. We investigated 

electron delocalization from the bonding, σ(O—P), Figure 4.8, using NBO. A 

correlation is found between the removal of electron delocalization away from the 

σ(O—P) bond with longer O—P bond lengths and greater experimental free 

energies of hydrolysis. However, the correlation is not as high as it is with the 

anomeric effect. More importantly, NBO shows that the magnitude of these 

interactions is significantly less than the anomeric effect. E(2) values for these 
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delocalizations hardly reach 10 kcal/mol whilst even one lone pair anomeric 

interaction reach values of ~ 20 kcal/mol.  
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Figure 4.8. a) Correlation between σ(O—P) delocalizations into the substituent group and 
experimental free energies of hydrolysis. b) Correlation between σ(O—P) delocalizations into the 
substituent group and O—P bond length. 

 

The comparative lack of delocalization away from the σ(O—P) as 

compared to the delocalization into the σ*(O—P) becomes even more important 

when orbital occupancies are examined in Figure 4.9, where it is shown that 

σ*(O—P) occupancy increases with more exothermic free energies of hydrolysis 

and increased O—P bond lengths. In contrast, not only does the σ(O—P) have a 

weaker correlation with bond length and hydrolysis energies, but its expected 

decrease in occupancy with more exothermic free energies of hydrolysis and 

increased O—P bond lengths is not as apparent as the increase in σ*(O—P) 

occupancy.  
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Figure 4.9. σ(O—P) and σ*(O—P) occupancies and their correlation with experimental free 
energies of hydrolysis. σ(O—P) and σ*(O—P) occupancies and their correlation with O—P bond 
length. 

 

 The NBO results imply that compared to the delocalization away from the 

bonding orbital, the anomeric effect may be a more important effect in O—P bond 

weakness. Delocalization from a bonding orbital induces weakness in that bond. 

Delocalization into an anti-bonding orbital also induces weakness in that bond. 

The occupancy of a bonding orbital is usually much greater than an anti-bonding 

orbital. Electron withdrawing effects of the substituent has an overall weaker 

effect on overall orbital occupancy of a nearly-filled orbital than electron donation 

into a largely empty antibonding orbital. The electron withdrawing effect of the 

substituent even further empties the antibonding orbital allowing for even greater 

delocalization from the lone pairs. The NBO results fit in nicely to the traditional 

idea that lone pairs are much better donors than σ bonds. Hence, while electron 

withdrawing effects of the substituent upon the bonding orbital will certainly have 

some effect on the weakness of the O—P  bond and the traditional physical 

organic picture of substituent effects cannot be disregarded, neither can the 

anomeric effect. 
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Environmental effects. Environmental factors that change lone pair donor 

and antibonding acceptor abilities affect the magnitude of the anomeric effect and 

subsequently O—P bond lengths and stability. The effect of the environment on 

O—P bonds is perhaps most clearly evident in a series of FTIR experiments on 

phosphate monoesters in different solvents performed by Cheng and coworkers 
133. Polar solvents such as water are known to reduce the overall anomeric effect 

by sequestering lone pairs into hydrogen bonding networks thus reducing the 

overall donation into antibonding orbitals. Cheng’s experiments show a distinct 

lengthening of the bridging O—P bond in less polar solvents such as DMSO 

compared to water. This experiment was modeled here with a simple methyl 

monophosphate using the B3LYP/6-311++G(d,p) level of theory. Methyl 

monophosphate, coordinated with three water molecules and optimized in water 

using PCM 127,134 was compared to methyl monophosphate coordinated to three 

DMSO molecules optimized in DMSO also using PCM. It was found that the 

reactive O—P bond for a simple methyl monophosphate did increase ~ 0.03 Å 

(experimental value ~0.015 Å) in moving from water to DMSO. This increase in 

bond lengths was matched by an increase in E(2) values for the anomeric effect 

by ~11 kcal/mol showing once again the connection between O—P bond 

lengthening and the anomeric effect. 

To further investigate how environmental factors influence the anomeric 

effect, we performed electronic structure calculations on five methyl triphosphate 

molecules (a model of ATP). Three of these structures were chosen to increase 

the protonation state sequentially at the terminal Ȗ-phosphoryl group: 11 – 

deprotonated ; 12 - protonated once ; 13 - protonated twice (Figure 7). The aim of 

choosing three protonation states was to reduce sequentially the anomeric effect 

within the terminal phosphoryl and observe the effects upon the geometry of the 

O—P bond. Protonation reduces the anomeric effect by removing electron lone 

pair donation into the Os—PȖ antibonding orbital.  

The remaining two structures compare two different Mg2+ chelated 

schemes in order to observe the effects of electrostatics upon Os—PȖ bond 

lengths. Structure 14 is coordinated with oxygen atoms on Pα, Pȕ and PȖ. This 
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type of coordination is slightly unusual but has been reported for the transition 

state analog of arginine kinase 17. A more common coordination scheme is shown 

in structure 15, where Mg2+ is coordinated with oxygen atoms on Pα and Pȕ 135. 

Three and four water molecules complete the coordination of Mg2+ in systems 14 

and 15, respectively. These structures were chosen to establish the impact of 

electrostatics modulating the anomeric effect on phosphoanhydride bond length 

changes. 
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Figure 4.10. a)  Correlation between terminal O—P bond lengths and the magnitude of the 
n(O)→σ*(Os—P) and optimized geometries of triphosphate structures 

As shown in Figure 4.10, there is a clear geometric shortening of the 

terminal O—P bond with increasing protonation or coordination of Mg2+. The 

computed results emphasize that the geometric changes within triphosphates are 
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caused by the anomeric effect. Charge transfer between Mg2+ and the lone pairs 

on oxygen atoms on the phosphoryl groups reduces the availability of the same 

lone pairs to donate into the antibonding σ*(O—P) orbitals, thus strengthening the 

O—P bond. The shortening of the terminal O—P bond with increasing 

protonation reiterates how reducing lone pair donor ability strengthens the O—P 

bond.  

 Energetic consequence of the anomeric effect. The correlation shown 

between the O—P bond weakening anomeric effect and experimental free 

energies of hydrolysis underlines how the anomeric effect mediates the high 

energy nature of phosphoryl compounds. A paired t-test between standard free 

energies of hydrolysis and the magnitude of the n(O)→σ*(O—P) anomeric effect 

gives a P-value of 3.0 x 10-10 indicating that there is little chance that anomeric 

effect is correlated to phosphoryl transfer potential by coincidence.  

As mentioned by Kirby, stereoelectronic effects such as the anomeric 

effect are easily observed, but whose consequences are more difficult to 

measure energetically. 25 In order to approximate the importance anomeric 

contribution to the standard free energies of hydrolysis, protonation was used as 

a means to remove the anomeric effect and gauge its consequences. The 

anomeric effect is eliminated by protonation because the antiperiplanar lone pairs 

are removed from the stereoelectronic interaction. We considered two similar 

monophosphates, acetyl phosphate and methyl monophosphate. Acetyl 

phosphate is high energy with a standard free energy of hydrolysis of -10.5 

kcal/mol. Methyl monophosphate is low energy with a free energy of hydrolysis of 

-2.2 kcal/mol. The difference in O—P bond lengths between the two compounds 

is ~ 0.11 Å. Double protonation of both compounds at the phosphoryl group 

removes most of the anomeric effect resulting in similar O—P bond lengths 

differing by only 0.03 Å. Comparing the difference in protonation energy between 

the two compounds provides a reasonable estimation of how much the O—P 

bond weakening anomeric effect is enhanced in acetyl phosphate over methyl 

monophosphate is obtained. The difference in protonation energy is an accurate 

assessment of the anomeric effect, as both compounds are structurally similar 
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enough that other consequences of protonation, such as steric effects and 

conformational changes essentially cancel. We find that the anomeric effect is 

enhanced in acetyl phosphate by 9.6 kcal/mol or about the same as the 

difference in free energies of hydrolysis, 8.3 kcal/mol, between the two 

compounds. This value is close to the values given by NBO. Additionally, O—P 

bond destabilization has been experimentally observed 133,136. Estimations of O—

P bond destabilization using vibrational frequencies to approximate force 

constants and bond energy result with values ranging from ~1 kcal/mol per 0.1 Å 
133 stretch to ~ 15 kcal/mol per 0.1 Å stretch 136. Our estimations of 8.7 kcal/mol 

per 0.1 Å stretch falls between the values from the two independent studies.  

Experimental studies show that increased pH leads to increases in the 

exothermicity of hydrolysis in phosphates 137. Other effects cannot be discounted 

from playing a role in discriminating phosphoryl transfer potential differences. 

However, the correlations derived in this work, together with our estimations of 

the contribution of the anomeric effect, and independent experimental evidence 
9,137 are significant enough to underline a relationship between free energies of 

hydrolysis and the anomeric effect. All evidence at hand strongly suggests that 

the anomeric effect is important to the high energy nature of biologically important 

phosphoryl compounds. 

 Biological implications. The anomeric effect is a unique property of 

phosphoryl compounds shown to be significant in discriminating phosphoryl 

transfer potentials by alternate strengthening or weakening of reactive O—P 

bonds. Enzymes could potentially exploit this property to achieve catalysis. 

Another important characteristic of phosphates in nature is their kinetic stability in 

solution 4,5. Low kinetic rates make the compounds suitable for energy storage 

and transport which can be overcome by enzyme catalysis. This highlights the 

importance of environment to reaction rates and catalysis on phosphoryl transfer 

reactions. Understanding the sensitivity of phosphate ester and anhydride 

compounds and in particular, the reactive O—P bond, to the local environment is 

therefore of paramount importance in understanding the mechanism of these 

enzymes. As demonstrated, the generalized anomeric effect offers a convenient 
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means for phosphoryl compounds to be sensitive to the environment - the 

strength of the reactive O—P bond could, in principle, be modified by the 

environment in an active site, enabling enzyme controlled use of otherwise stable 

phosphoryl compounds.  

Conclusion 

Compelling evidence is presented suggesting the role of the O—P bond 

weakening anomeric effect in discriminating phosphoryl transfer potentials in a 

range of biologically important phosphoryl compounds. Strong correlations 

between phosphoryl transfer potentials, O—P bond weakening, and the 

magnitude of the n(O) → σ*(O—P) anomeric effect has been shown. Higher 

energy compounds show distinctly longer O—P bonds indicating that weakness of 

the cleaved phosphoryl bond is important in raising the overall exothermicity of 

the hydrolysis process by reducing the endothermicity of the bond breaking 

process. The anomeric effect is magnified in high energy compounds by a closer 

energy gap between n(O) and σ*(O—P) orbitals. It is found that the smaller 

energy gap in higher energy compounds is primarily due to the lowering in energy 

of the σ*(O—P) orbital by electron withdrawing substituents that polarize that 

orbital and so enhance the anomeric effect. The generalized anomeric effect 

provides an intriguing new interpretation on how phosphoryl compounds are 

sensitive to the environment. Protonation, electrostatics and solvent are shown to 

alter the magnitude of the anomeric effect and consequently O—P bond 

strengths. Changes in lone pair donor ability (by protonation or coordination with 

Mg2+) easily affect the magnitude of the anomeric effect and institute significant 

changes in O—P bond lengths. This new appreciation of the inherent 

stereoelectronic effects in a range of important phosphoryl compounds provides 

another factor to be considered in the study of phosphoryl transfer reactions in 

nature. 
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STEREOELECTRONIC EFFECTS AND THE REACTIVITY OF PHOSPHATES 

Introduction 

 Chapter 4 articulated the possibility that the anomeric effect was the origin 

of the high-energy bond. Here the relationship between the anomeric effect and 

the rate of phosphate monoester hydrolysis is investigated.  

 The remarkable proficiency of enzymatic phosphoryl transfer can reach 

orders of 1021.15 The ways in which enzymes achieve catalysis are well 

documented,138 but discussion of stereoelectronic effects as an efficient catalytic 

strategy is rare. 

 Before an assessment of whether phosphoryl transfer enzymes can utilize 

the anomeric effect as a catalytic strategy it is imperative to first derive a basic 

understanding of how the anomeric effect impacts enzyme-free, uncatalyzed, 

phosphoryl transfer reactions. In solution, phosphoryl transfer reactions show 

significant rate enhancements. Changing the nature of the organic group attached 

to the phosphates is sufficient to achieve rate enhancements of 1012.15 Changing 

the nature of the solvent to less polar organic solvents, achieve rate 

enhancements of 105.139 Understanding the physical origin of such rate 

enhancements is an important first step to an overall understanding of the 

catalytic strategies employed by enzymes. 

 Phosphoryl transfer reactions proceed via three main pathways, 

dissociative, associative and concerted, Figure 1.3. Dissociative and associative 

pathways dominate the discussion of phosphate monoester hydrolysis in solution, 

the subject of this chapter. The concerted pathway involving a phosphorane 

intermediate has only been found in an enzymatic environment, 18 will therefore 

be discussed no further in this chapter. Dissociative mechanisms are 

characterized by full cleavage of the bridging O—P bond and expulsion of a 

monoanionic metaphosphate intermediate prior to nucleophilic addition, Figure 

5.1. Associative mechanisms are distinguished by pentacoordinated transition 

states that possess almost equal degrees of bond formation with the incoming 
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nucleophile and bond cleavage with the donor phosphate, Figure 5.1. It should be 

noted however that this description applies to the extremes of the two 

mechanisms and that in reality a mix of the two extremes can exist. 
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Figure 5.1. Dissociative and associative mechanisms reaction profiles  

Phosphate monoester hydrolysis has been the subject of extensive 

experimental and theoretical work.15,19,26,34,35,37,38,41,54,70,136,140-152 Perhaps the 

most characteristic feature of phosphoryl transfer reaction in solution is the 

correlation between overall hydrolysis rates and the pKa of the leaving group, R 
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in Figures 1.3 and 5.1. 15,151  This correlation is simply termed a linear free 

energy relationship or LFER.15,151 Since pKa’s are a measure of electron 

withdrawing tendencies of the R group, LFER’s have long been cited as an 

indicator of the preference of phosphoryl transfer reactions to adopt the 

dissociative mechanism in solution.142 Further experimental information using 

kinetic isotope effects as a measure of bond dissociation also indicated a 

preference of solution phosphoryl transfer reactions for a dissociative pathway.152 

 This argument that solution phosphoryl transfer reactions adopt a 

dissociative pathway has come under severe criticism by theoretical 

groups.34,35,38,41 The main criticism was that only determination of an accurate 

transition structure could provide the insight to determine mechanistic features. 

Because it was impossible for experimentalists to trap true transition states, it 

was beyond the capability of existing experiments to provide mechanistic detail. 

Experiments on ground state structures could not provide enough information 

about the transition state let alone any strategy employed for lowering its energy. 

Specifically, experimental methods employed provided a measure of bond 

dissociation but could not provide any evidence that such bond dissociation led to 

a decrease in energy for the transition structure. Indeed theoretical modeling 

associative transition structures in solvent showed that activation energies 

matched linear free energy profiles and so there was no unique mechanistic 

interpretation of the linear free energy relationships.37 However, later theoretical 

work by Klahn et. al. did show that the mechanism of phosphate hydrolysis in 

water was more biased towards the dissociative mechanism than the associative 

mechanism with the associative mechanism only favoured when the pKa of the R 

group was high.41 Despite the well-defined reaction pathways and correlation of 

activation free energies with experimental values described in this work, two 

important mechanistic questions remain. 

(1) Is there an underlying physical origin of LFER’s that explain the rate 

enhancement by substituent effects? It is necessary to demand that any 

explanation offered should explain the lowering in energy of the transition 

structure. 
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(2) Why is there more of a trend towards associative pathways as pKa’s 

increase – is there a simple rule that can explain this? 

 In this work these questions are examined in the context of the anomeric 

effect. First archetypal associative and dissociative mechanisms are examined. 

Then LFER’s, are examined in the context of the anomeric effect. 

Methods 

All electronic structure calculations were carried out with the Gaussian 

(GO3) program 75,76 using the computational resources at the FSU School for 

Computational Science and Information Technology (CSIT) and the Center for 

Computational Sciences at Duquesne University. The energy minimized 

structures were located using density functional theory (DFT). Specifically, DFT 

was implemented by using Becke's three-parameter hybrid (exchange) functional 
84 with gradient corrections provided by the Lee, Yang, and Parr 85 (B3LYP). The 

basis set used included both  the Pople style 6-311++G(d,p) 98-100 and 6-

311++G(3df,2p) 98-100 basis sets. Contributions due to thermal, vibrational, 

rotational and translational motions, including zero-point energies, were included 

separately by standard statistical mechanical procedures available in GO3. 

Frequency analysis has been used to confirm all stationary points as minima or 

transition structures and provide thermodynamic and zero-point energy 

corrections. 101  

Where solvent was modelled, the PCM continuum solvation model 127,134, 

which has been described in detail 153-157, was used. Briefly in the PCM model, 

the solvent is treated as an infinite continuum of a specified dielectric. The solute 

or molecule is placed within a cavity defined as a series of interlocking van der 

Waals spheres centered on the atoms. The interaction between the solute and 

solvent, or free energy of solvation, is then calculated as a potential term added 

on to the molecular Hamiltonian. Specific to the PCM model, this potential term 

includes electrostatic, dispersive and cavitation terms. Because self-consistency 

between the solute charge distribution and solvent reaction field is required to 

evaluate the amended Hamiltonian, this method is termed an SCRF or self-

consistent reaction field method. 
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Natural bond order (NBO) 109 analysis was performed using the NBO 3.0 

program 42 interfaced into the Gaussian program. 

Results and Discussion 

 The anomeric effect and archetypal associative and dissociative 

phosphoric transfer reactions. To understand how the anomeric effect impacts 

phosphoryl transfer reactions archetypal dissociative and associative phosphoryl 

transfer reactions were first modeled. The associative pathway is distinguished by 

equal amounts of bond forming with the incoming nucleophile and bond cleavage 

with the outgoing nucleophile. In the dissociative pathway, full bond cleavage with 

the outgoing nucleophile occurs prior to bond formation with the incoming 

nucleophile. As such, the dissociative pathway is characterized with a 

metaphosphate intermediate unbound to either the incoming or outgoing 

nucleophile, Figure 5.1 a and 5.1 b.  For simplicity the leaving group nucleophiles 

of both the associative and dissociative reactions were chosen to be methanolate 

ions. For the associative reaction a methanolate ion was also the donor 

nucleophile. Because the amount of bond formation and bond cleavage depends 

on the nature of the nucleophile, the choice of the methanolate ion as both the 

leaving group and incoming nucleophile assures that the associative transition 

structure has equal amounts of bond formation and bond cleavage. In both cases, 

the reaction paths were modeled only to the rate-limiting transition structure. 

Reactions were modeled in water and acetone, to mimic both solution and 

enzymatic environments, using the PCM method. 

Since at this stage the aim was to examine how the anomeric effect 

operates in archetypal associative and dissociative phosphoryl transfer reactions, 

only the dianionic substrate form was considered. The impact of protonation state 

upon phosphoryl transfer reactions is considered later.  The dissociative reaction 

only involves the expulsion of the monoanionic metaphosphate and the reaction 

coordinate is simply the distance between the phosphate and the leaving group, 

Figure 5.2. The reaction coordinate of the associative reaction was more 

complicated involving both the distance between the phosphate and the leaving 
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group as well as the phosphate and the incoming nucleophile and is also shown 

in Figure 5.2.  
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Figure 5.2. Reaction coordinates for associative and dissociative pathways 

 As described in previous work the NBO method is used to quantify the 

anomeric effect by treating delocalization from the Lewis structure as a 

perturbation and employing second-order perturbation techniques to ‘measure’ 

the perturbation. Whilst this technique is appropriate for ground-state molecules, 

transition structures possess a certain caveat that make the use of NBO 

somewhat inappropriate. Transition structures involve structures whose bonds are 

breaking and forming. As such there is no clear Lewis structure with which to 

compare a delocalization in the form of a perturbation to. Thus while the NBO 

method may be useful in assessing which molecular species is more susceptible 

to the anomeric effect, the assessment of how the anomeric effect changes along 

the reaction path may not be best examined using the NBO method. Instead the 

NRT method is used. The NRT method is based on NBO but instead of assessing 

delocalization through second-order perturbation methods, provides a percentage 

weight of resonance structures. Where the anomeric effect is maximum, the % 

weight of the anomeric resonance structure (herein termed ARS), as shown in 

Figure 4.6, is also maximized. In this way, the use of a possibly incorrect method 

of assessing the anomeric effect in transition structures is avoided. It is also 
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stressed that the anomeric resonance structure as calculated by NRT is 

somewhat different from resonance structures calculated by other methods. The 

NRT method calculates the anomeric resonance structure as solely the structure 

resulting from the n(O)→σ*(O—P) delocalization, with loss of the O—P bond but 

subsequent more double bonded character at the phosphoryl group. 
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Figure 5.3. Dissociative reaction a) Activation energies, % of anomeric resonance structures 
and % of ground state structures along the IRC in acetone. b) Activation energies, % of anomeric 
resonance structures and % of ground state structures along the IRC in water. c) Dissociative 
transition structure 
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As suspected the % of ARS increases along the reaction coordinate in 

both water and acetone models and the % ground state structures decrease 

along the reaction coordinate in both water and acetone models, Figure 5.3. At 

the transition structure the % of the anomeric, dissociated structure is maximum. 

This implies that classical dissociative pathways seem to derive their origins from 

the anomeric effect. Delocalization from lone pairs on the non-bridging oxygen 

atoms on the phosphate into the antibonding orbital of the bridging O—P bond 

lengthens that bond. In the dissociative pathway this is essentially cleavage of 

the O—P bridging bond. A side-effect of the anomeric interaction is that overlap 

between the lone pairs and σ*(O—P) result in shortened O—P non-bridging 

bonds. This is basically the formation of the metaphosphate which is 

characterized by more double-bond character than bonded phosphates.  

Because the anomeric effect is a stabilizing effect the maximization of the 

anomeric effect at the transition structure indicates that dissociative transition 

states are actually stabilized to some degree by the anomeric effect. Without the 

anomeric effect imparting a degree of stabilization, dissociative transition 

structures would be much higher in energy. As often stressed by theoretical 

groups, the identification of bond weakening by experimental groups alone is not 

enough to provide a mechanistic determination of phosphoryl transfer. Bond 

weakening alone does not imply any lowering in energy of the transition 

structure. The anomeric effect actually provides a mechanism to connect O—P 

bond weakening with an associated decrease in energy of the transition 

structure. 
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   Figure 5.4. Associative reaction a) Activation energies, % of ARS along R1 and R2 in 
acetone. b) Activation energies, % of ARS along R1 and R2 in water. c) Associative transition 
structure       
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In the associative pathway, at the point of the transition structure we find 

that the % of ARS along coordinate is exactly matched by the % of ARS along 

the other coordinate, Figure 5.4. Essentially this that the increase in stabilization 

energy derived from the increase in ARS along one coordinate is matched by the 

decrease in stabilization energy along the other coordinate. Thus, the associative 

transition structure derives much less of an energy ‘benefit’ from the anomeric 

effect as compared to the dissociative transition structure.  As will be shown in 

later sections, this point is key to the mechanistic preference and the character of 

the transition structure as the pKa of R increases. 

 

 The anomeric effect and linear free energy relationships. 4 selected 

phosphates with R groups ranging in pKa from 4 to 15.5 were modeled, Table 

5.1. The dissociative and associative paths was modeled using various quantum 

mechanical models, Figures 5.5 and 5.6.  

 

Table 5.1 : Phosphates investigated. Experimental data obtained from Klahn et. al. and 
references therein41 
 
          
   pK Expt ∆G≠

     
methyl monophosphate 15.5 44 
phenyl phosphate  10 35 
methyl diphosphate  6.3 33 
acetyl phosphate  4.8 28 
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Figure 5.5. Activation energies of the associative reaction. 
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Figure 5.6. Activation energies of the dissociative reaction. 
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 In general, it is found that as discussed before, as the pKa of R 

decreases, the activation energy of the dissociative mechanism becomes 

significantly less and so more favourable that the activation energy of the 

associative mechanism. When the pKa of R increases it becomes harder to 

distinguish the favoured mechanism as the activation barriers show no clear 

favourite. We find that calculations of the energy using simple DFT methods 

together with ZPE corrections do well in reproducing the activation barriers when 

the pKa of R is high ; at the B3LYP/6-311++G(d,p) level the activation energy of 

methyl monophosphate is 44.03 kcal/mol almost identical to the experimental 

value of 44.0 kcal/mol. However, DFT produces significant underestimations 

when the pKa of R is low. The energy derived from correlated MP2 methods can 

overcome this but in turn give overestimations of the activation barrier when the 

pKa of R is high.  

  

 The aim of this part is not to derive an accurate description of the reaction 

pathway since this has already been done so using sophisticated methods by 

previous groups.41 Rather, the aim of this section is to investigate the connection 

between the anomeric effect and rate constants. As described before, an 

analysis of ground state structures is insufficient to determine the nature of the 

transition structure and any subsequent energy lowering mechanism thereof. It is 

also technically incorrect to quantify the magnitude of the anomeric effect on 

transition structures using E(2) values as the transition structure is made of 

bonds breaking and forming and so lack any reference Lewis structure. 

Nevertheless, the main argument of this section is to provide a connection 

between the anomeric effect and experimental kinetic parameters. The E(2) 

values of the ground state structures provide a quantification of the magnitude of 

the anomeric effect in different phosphates and is sufficient to derive this 

connection. Comparisons between the anomeric effect as quantified in the 

ground state and experimental activation energies were made as shown in Figure 

5.7. As seen, there is a clear correlation between the anomeric effect and 

experimental activation energies. The increase in the anomeric effect at the 
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transition structure lowers the energy of the transition structure relative to the 

ground state and is the underlying origin of rate enhancements seen in LFERs.  
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Figure 5.7 Correlation between the anomeric effect and experimental activation energies. 
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 Previous groups have noticed a trend toward the associative pathway as 

the pKa of R increases.41 A valence bond approach was used in that work to 

analyse charge transfer between the ground state and TS. At this point it must be 

clarified that the VB method of defining charges closely approaches the method 

of quantifying charge delocalization by NBO. However, the VB method lacks the 

ability to quantify n(O)→σ*(O—P) delocalization. Nevertheless, VB charges and 

sufficient as a necessary check against NBO. It was found that the change in 

charge transfer in moving from a ground state to a TS did not follow a simple 

rule.  “For example when we have methanolate as a leaving group, the changes 

are -0.22 and -0.68 for the associative and dissociative TSs, respectively, while 

for the case of methyl phosphate as a leaving group, the changes are found to be 

-0.35 and -0.45 respectively. This means that effective TS charges cannot be 

used to describe the different mechanisms.”  

 The anomeric effect does not rely on isolated charges at the TS rather the 

drift of charge between the phosphoryl group and the R group. This information, 

as described by the valence bond method, was provided by previous work, Table 

5.3.  

 

Table 5.3. Charges obtained from Klahn et.al.41 

       
    R        phosphoryl group         difference  
 
Methyl monophosphate ground state -0.29 -1.71  1.42  
pKa (R) 15.5  Assoc TS  -0.51 -1.49  0.98  
   Dissoc TS -0.97 -1.03  0.06  
Methyl diphosphate   ground state -1.44 -1.56  0.12  
pKa (R) 6.3  Assoc TS  -1.74 -1.26  0.48  
   Dissoc TS -1.89 -1.11  0.78  

  

 For the methyl monophosphate ground state, the difference in charge 

between the R group and the phosphoryl group is high. This indicates little 

charge drift and corroborates NBO results in that the anomeric effect is reduced 

when the pKa of R is high. At the dissociative TS, the charges are more 

equivalent indicating the anomeric effect in operation and charge delocalization 

between n and σ*(O—P) although the VB method lacks the means with which to 

articulate that. For methyl diphosphate the trend is almost opposite. At the 
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ground state, charges between R and the phosphoryl group are almost 

equivalent (-1.44 and -1.56), indicative of the anomeric effect already in action 

and charge delocalized from the phosphoryl oxygen towards the R group. This is 

manifested even more at the dissociative TS when the phosphoryl group loses 

significant charge to the R group leading to a much less negatively charged 

phosphoryl group (-1.11) compared to the R group (-1.88). For associative 

mechanisms, a similar yet less extreme trend is derived. There is less charge 

drift from the phosphoryl groups towards the R group. But R groups with lower 

pKas display more charge drift toward R the groups with higher pKa. 

 A simplistic argument is then proposed for the finding that at high R pKa 

values result in preference for the associative pathway. Because the anomeric 

effect stabilizes the dissociative transition structure of groups with low R pKa 

values much more than those with high pKa values, the dissociative transition 

structure is favoured in groups with low pKa. As this beneficial stabilizing effect is 

less in groups with high pKas, the associative transition structure becomes more 

favourable. 

 Within protein active sites hydrogen bonding, dielectric differences and 

other electrostatic interactions could also contribute in modulating the magnitude 

and hence role of the generalized anomeric effect – though perhaps in a less 

drastic but nonetheless important manner. In arginine kinase, individual residues 

within the active site were removed and the effect on the O—P bond 

investigated. It is found that active site residues can enhance or reduce the 

anomeric effect leading to significant changes in reactive bond lengths, Figure 

5.8.  It is found that in general arginine residues stabilize the O—P bond and 

without R229 and R309, the O—P bond is significantly weaker. But this is by no 

means a general theme with all arginine residues, R126 produces the opposite 

effect with a stronger O—P bond.  

 The reason for this can be attributed to the anomeric effect. As seen in 

figure 5.9, R126 is placed in a position that draws electrons away from the 

bridging oxygen. This would increase the polarity of the O—P leading to an 

enhanced anomeric effect and overall weaker O—P bond. Without this residue, 

the O—P bond is stronger. Interestingly all bond length changes are correlated 
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with the magnitude of the n(O) → σ*(O—P) interactions. This shows that 

anomeric effects may play a part in the mechanism and catalysis of phosphoryl 

transfer reactions and should therefore be investigated. 
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Figure 5.8. a)Correlation between the anomeric effect and O—P bond length in the active site of 
arginine kinase. Individual residue points refer to optimizations with those residues removed. b) 
Active site scheme. 
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R 126 

 
 
Figure 5.9. Position of R126 
 
 

Conclusions 

Associative and dissociative phosphoryl transfer mechanisms are described in 

the context of the anomeric effect. It is found that while the dissociative transition 

structure benefits from the stabilizing effect of the anomeric interaction, this 

beneficial effect is diminished in the associative transition structure. In the 

associative transition structure, the beneficial energy reducing capability of the 

anomeric effect along the bond dissociative coordinate is offset by a reduction in 

the anomeric effect along the bond association coordinate. The anomeric effect 

is found to correlate well with experimental kinetic parameters. The anomeric 

effect accounts for the finding that the associative pathway is preferred when the 

pKa of the R group is high. Because the anomeric effect stabilizes the 

dissociative transition structure of groups with low R pKa values much more than 

those with high pKa values, the dissociative transition structure is favoured in 

groups with low pKa. As this beneficial stabilizing effect is less in groups with 

high pKas, the associative transition structure becomes more favourable. 
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HYDROGEN BONDING IN PHOSPHATES 

Reproduced with p  A, submitted for ermission from Journal of Physical Chemistry

publication. Unpublished work, copyright 2007 American Chemical Society. 

Introduction 

Metaphosphate, PO3
-, was first proposed as a key intermediate in the 

aqueous hydrolysis of phosphate monoesters based upon the independent work 

hase 

ility 

-

up to t -

stable 

 

 key 

t that H2PO4
- is 

stabilized by 1.1 kcal/mol over its PO3  counterpart in one water complexes 

by Westheimer and Bunton in 1955.158,159 Owing to the importance of phosphate 

hydrolysis to biology, the mechanistic role of PO3
- in the hydrolysis of phosphate 

monoesters and other related reactions in solution has since been the subject of 

intense scrutiny giving way to much experimental and theoretical research.160-168 

Despite extensive studies, several questions remain concerning the nature of 

PO3
- compared to other phosphates. Specifically, the difference in stability 

between PO3
- and phosphates in water has been well documented by gas p

hydration experiments using mass spectroscopy160,169,170 and computational 

investigations,164,165,171 but a molecular interpretation for this difference in stab

remains elusive.  

While PO3  has been effectively isolated in the gas phase, in clusters with 

hree water molecules and in aprotic media, the isolation of PO3  in 

aqueous solution has been difficult.172 Phosphates on the other hand are 

in solution,15 which is an important biological property of phosphates, as it allows

the compounds to be conveniently utilized for energy storage. Energy release 

through hydrolysis or phosphoryl transfer occurs only after exposure to an 

enzyme’s catalytic site.3 The differences in hydrogen bonding between 

dihydrogen phosphate, H2PO4
-, and PO3

- with water molecules may be a

molecular factor in explaining the observed stability differences. 

Experimental gas phase hydration studies have shown tha
-
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(Schem

) 

ent (-

e 1). This trend in stability follows as more water molecules are added. 

Disagreement between experiment and computation results for the third 

hydration step of PO3
-, where the computed enthalpy of hydration (-7.5 kcal/mol

for the third step is significantly less exothermic than reported by experim

16.3 kcal/mol).164,165,171  
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Figure 6.1.  Single water complexes of metaphosphate (left, C2v) and dihydrogen 
phosphate (right, C1).  Hydrogen bonding illustrates the double donor, double acceptor 
interactions and distal lone pairs of interest. 

s of hydration 

than PO3 . This is unusual, since anionic oxygens are expected to form stronger 

hydrog

 

 

 

n 

 performed for the 

comple at 

 

rts 

r 

 

Water clusters of H2PO4
- display more exothermic enthalpie

-

en bonds with water.173-175 H2PO4
- has only two unprotonated oxygen 

atoms ready to accommodate one double hydrogen bond donating water 

molecule, as shown by Figure 6.1. On the other hand, PO3
- has three possible

locations, so the addition of two and three water molecules should be more

favorable than for H2PO4
-. However, this is not observed by experiment. Thus, 

water clusters of H2PO4
- and PO3

- are ideal candidates to examine quantum

effects that are counterintuitive to simple electrostatic arguments used to explai

relative stabilities and hydrogen bonding differences. 

 Independent theoretical studies using MP2/6-31+G(d,p), CCSD/DZP+ 

and B3LYP/6-311++G(d,p) levels of theory have been

xation of PO3
- and H2PO4

- with water molecules.164,165,171 It was found th

low energy complexes formed bifurcated (double donor, double acceptor)

hydrogen bonds between PO3
- and H2PO4

- with a single water in symmetric 

clusters. Computed enthalpies and free energies of hydration from the repo

are consistent with experimental values. However, the studies did not uncove

the underlying reasons why PO3
- and phosphates differ in their interaction with 

water. 
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Recent experimental data, such as the redshift of infrared X—H stretchin

modes 

g 

during hydrogen bond formation,176 chemical shifts and J couplings in 

enzym

t 

uantify 

l 

 

 the 

ibonding 

ret 

ters 

eract with water, a systematic study of 

hydrog cture of 

4
- 

s the 

e substrate complexes,177 and x-ray investigations into hydrogen bonds in 

ice178 have suggested that hydrogen bonds involve partial covalent character. 

The distribution of geometries in protein structures is also indicative of a 

significant covalent component in many biological environments.179,180 In recen

years, natural bond order (NBO) analysis has been increasingly used to q

the magnitude of electron delocalization (hyperconjugation) describing the partia

covalency of hydrogen bonds. NBO studies have been used successfully to 

explain the origin of hydrogen bond NMR J couplings in DNA binding,181 

hydroperoxy radicals binding to water surfaces,113 and the electronic basis of

improper hydrogen bonds.182 NBO analysis has also been used to explain

origin of strong hydrogen bonds.183 In the NBO methodology, the partial 

covalency of the hydrogen bond is described by n(lone pair) → σ*(antibonding 

orbitals) hyperconjugation.184 The magnitude of the n(lone pair) → σ*(ant

orbitals) interaction presents a quantitative assessment of hydrogen bond 

strength. Motivation to use NBO in this work stems from the need to explain 

subtle differences in hydrogen bonding for one water complexes, and interp

the unusual asymmetric and strong hydrogen bonds between two or more wa

with phosphates. The reported hydration enthalpies cannot be easily explained 

by electrostatic arguments, and require a detailed investigation of the individual 

hydrogen bond interactions by NBO. 

Due to the physiological importance of phosphates and lack of 

understanding on how phosphates int

en bond strength and its relationship to the stereoelectronic stru

PO3
- and H2PO4

-
 and observed hydration enthalpies has been undertaken. 

Electronic structure methods with a variety of basis sets, and NBO analysis 

provide the necessary atomistic and stereoelectronic detail to identify and 

quantify the origin of differences in hydration enthalpy between PO3
- and H2PO

with up to three water molecules. Specifically, n(O) → σ*(O—H) 

hyperconjugation, or partial covalency, is probed to evaluate differences in 

hydrogen bonding between the phosphates. Central to this work i
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relationship between phosphate conformation, hydrogen bonding configurat

n(O) and σ*(O—H) orbital overlap, charge-transfer magnitude, hydroge

strength, and ultimately the reported hydration enthalpy difference. It is crucial to 

achieve an understanding of how phosphates interact with water on such an 

elementary basis before the influence of solvent and pH upon phosphoryl 

transfer reactions may be better understood.  

 

Methods

ions, 

n bonding 

 

All electronic structure calculations were carried out with the Gaussian 

 The computational resources were provided by the School of 

Compu

 

 and 

s a careful choice of method and basis set.185 To incorporate the 

effects

tions 

 

l 

 if large numbers of 

diffuse

 are 

-

tical calculations of 

program.76

tational Science and Information Technology (CSIT) at Florida State 

University and the Center for Computational Sciences (CCS) at Duquesne

University.  

The electronic description of hydrogen bonding between phosphates

water require

 of electron correlation, the energy minimized structures were located with 

density functional (DFT) and second-order Møller-Plesset many-body 

perturbation (MP2) theories.83 Specifically, DFT was implemented with Becke's 

three-parameter hybrid (exchange) functional84,186 with gradient correc

provided by Lee, Yang, and Parr (B3LYP).85 Due to the inability of DFT methods

to describe dispersive forces,187-189 MP2 optimizations were carried out on al

structures to serve as a point of verification and test of DFT. 

The addition of diffuse functions is imperative to describe the spatial 

distribution of the phosphate anion accurately.99,190 However,

 functions are used, then there is a potential of extra electrons 

‘escaping’.191 In addition, an adequate description of polarization is crucial, since 

it has been shown that p-polarization functions on the hydrogen atoms

important for a variety of hydrogen bonding systems.192-195 Consequently, twenty 

basis sets,95-100,196,197 as shown in Table 6.1, were chosen to evaluate the 

energetic convergence of the electronic structure studies. 

Basis set superposition errors (BSSE) were obtained using the Boys

Bernardi counterpoise correction method.198 In prior theore
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gas ph 65,171 

ed 

e 

f 

r 

ed separately by standard 

statisti  was 

ic 

 NBO transforms the non-

orthog  

h of 

 

r 

ted as 

s 

fer 

r 

interac nd 

ase hydration energies of PO3
-, BSSE errors were not considered.164,1

It has been argued that BSSE is not necessary, since there is a consistent 

cancellation between the effects of basis set incompleteness and electron 

correlation.164 It has been reported that the inclusion of BSSE shifts comput

thermodynamic parameters away from experimental values.164 In fact, som

researchers have concluded that only half of the effects from BSSE should be 

included.199 However, it has become increasing clear that the generalization o

BSSE importance is difficult and that its impact depends upon the system unde

investigation and the level of theory implemented. 

Contributions due to thermal, vibrational, rotational and translational 

motions, including zero-point energies, were includ

cal mechanical procedures available in Gaussian. Frequency analysis

used to characterize all stationary points as minima and provide thermodynam

and zero-point energy corrections at 298 K.101 

Natural bond order (NBO)42 analysis was performed using the NBO 3.1 

program interfaced into the Gaussian program.

onal atomic orbitals from the HF wavefunction into natural atomic orbitals

(NAO), natural hybrid orbitals (NHO) and natural bond orbitals (NBO) eac

which are complete and orthonormal. This allows electron density to be treated in

a more intuitive manner, i.e. localized onto bonds and atoms, leading to a bette

description of the molecule as a localized Lewis structure. In effect, NBO 

transformation provides filled orbitals that are more concentrated (localized) in 

terms of occupancies. This then allows delocalizing interactions to be trea

a perturbation through second-order perturbation theory. The E(2) energy value

from the second-order perturbation method then provide a reasonable 

quantitative description of the magnitude of such delocalizing interactions.22,122 

The NBO method has been cited for overestimating charge-trans

effects200,201 compared to other methods of decomposing ab initio intermolecula

tion energies. The later includes the Kitaura and Morokuma (KM)44 a

block-localized wavefunction methods.46,202 For the water dimer, charge-transfer 

estimates by the KM and NBO methods are -1.8203 and -9.345 kcal/mol. It has 

been noted that NBO analysis stresses the role of orbital interaction between 
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filled and unfilled orbitals, whereas the KM analysis emphasizes classical 

electrostatics from overlapping charge distributions.47,204 In the application 

reported here, neither an overestimation by NBO nor underestimation by o

methods is critical, because the errors will approximately cancel when exam

relative differences. Indeed the similarity of charge-transfer trends between NBO

and block-localized wavefunction calculations has been previously noted.

ther 

ining 

 

 in 

Equati

47   

The calculation of interaction enthalpies was done according to the 

equilibrium reaction used in previous enthalpy of hydration studies for H2PO4
-

on 18 and PO3
- in Equation 19 with n = 1 to 3.164,165 

  ( ) [ ] ( ) [ ]2 2 2 2 22 21
: :

n n
HO PO H O H O HO PO H O

−
⎯⎯→+ ←⎯⎯ [eqn 18] 

[          ] [ ]3 2 2 3 21
: :

n n
PO H O H O PO H O

− −⎯⎯→+
− ←⎯⎯  [eqn 19]     

Results and Discussion 

hydration enthalpies between PO3
- and 

H2PO4 on of the 

nt 

 

ultiple starting orientations between the phosphates and a single 

water resulted in energy minimized bifurcated complexes, as shown in Figure 6.2 

The main aim of this work is to understand the difference in the 

experimentally reported gas-phase 
- with one to three waters.  In particular, the examinati

structural and energetic relationship of the hydrogen bonds formed by differe

phosphates with water is a crucial first step towards the accurate description of 

phosphate solvation and reactivity. In this work, a two-step approach has been 

used to investigate hydrogen bonding in PO

164,165,170,205

3
- and H2PO4

-. Firstly, the ability of 

different levels of theory to reproduce the experimentally determined hydration 

enthalpies for one water complexes was evaluated. Such studies were used to 

identify the level of theory needed to converge upon the experimental hydration

enthalpy so that similar approaches could be used with larger two and three 

water systems. Secondly, NBO analysis was utilized to forge a link between 

subtle structural changes, stereoelectronic effects, and strength of hydrogen 

bonding at the level of theory producing hydration enthalpies converged to 

experiment. 

Assessment of methods and basis sets with one water phosphate 

complexes. M
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As with the 

s 

 other theoretical studies, bifurcated complexes were identified as 

lowest energy stationary points.164,165,171 When water was a hydrogen bond 

acceptor for the hydroxyl group of H2PO4
-, the hydration enthalpy for the single 

water complex was far higher than when it was a hydrogen bond donor, so thi

configuration was not considered further. 

 

2.06
(2.10)

mp_1

2.05
(2.09)

hp_1  
Figure 6.2. Optimized geometries of metaphosphate (mp_1), and dihydrogen phosphate (hp_1) 
complexes with one water at the MP2/6-311++G(3df,2p) level. Hydrogen bond lengths are given for 
MP2/6-311++G(3df,2p) and B3LYP/6-311++G(3df,2p) in parentheses. Bond lengths are in Å. 
Oxygens are represented by the color red, phosphorous by orange and hydrogen by white. 

 
-

 

experimental enthalpies of hydration reported by gas phase high pressure mass 

spectro

 sets and 

ers of 

 

The complexation of a single water molecule with PO3
- and H2PO4  were 

computed at several levels of theory to choose one that can reproduce

scopy169,170 and electrospray mass spectrometry.160 Two methods, 

B3LYP and MP2, in conjunction with up to 16 different Pople style basis

four Dunning correlation consistent basis sets were implemented in order to test 

the incorporation of different functions on heavy and light atoms. The numb

basis functions of PO3
- and H2PO4

- and interaction enthalpies of the bifurcated 

complexes at the various levels of theory are given in Table 6.1. Plots of the 

computed hydration enthalpy as a function of the number of basis functions used 

in the calculation both with and without BSSE corrections are shown for PO3
- 

(Figure 6.3) and H2PO4
-
 (Figure 6.4). 
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Table 6.1. Number of basis functions of PO3
 and H2PO4

 and interaction enthalpies of the one 
water complexes at the various levels of theory both with and without BSSE corrections. 
Experimental enthalpies of interaction are -12.9 +/- 0.3 kcal/mol for PO3

;160 and -14.0 kcal/mol for 
H2PO4

 169.
 

 Interaction Enthalpies (kcal/mol)†     

   no bsse      bsse no bsse      bsse 

      
− − − −

Basis Set  PO3 H2PO4 PO3  H2PO4  

 

B3LYP 

6-31G(d) 1.3 -17.5 8.1 -13.5 

-pvdz 4 08 -18.5 -11.8 -19.7 -12.3 

 -12.5 -16.2 

-31+G(d) 03 26   

,p) 109 138 -13.5 -12.7 -14.4 -13.6 

p)  

(d,p)  

 

) 

) 

)  

p) 

 

p) 

p) 

) 

) 

vtz 

 83 102 -2 -1

cc  8 1

6-31G(d,p)  89 114 -16.2 -20.7 

6  1 1 -16.5 -15.4 -14.7 -13.6

6-31+G(d

6-311G(d, 110 140 -15.9 -12.0 -17.7 -12.6 

6-31++G 111 142 -13.8 -13.0 -14.5 -13.6 

6-311+G(d)  129 152 -13.6 -12.6 -15 -13.8 

6-31G(2d,2p 125 162 -16.1 -11.4 -17.7 -12.1 

6-311++G(d,p 132 168 -13.3 -12.7 -14.2 -13.4 

aug-cc-pvdz 137 178 -12.4 -11.9 -13.1 -12.6 

6-311G(2d,2p) 141 182 -15.2 -11.7 -17.1 -12.3 

6-31+G(2d,2p 145 186 -12.5 -12.2 -13.5 -13.0 

6-311++G(2d,2 163 210 -12.7 -12.1 -13.7 -13.0 

cc-pvtz 182 240 -14.3 -12.0 -15.5 -12.8 

6-311G(3df,2 201 254 -14.5 -11.2 -16 -12.1 

6-311++G(3df,2 223 282 -12.4 -12.1 -13.4 -13.0 

6-311G(3df,3pd 217 286 -13.6 -11.4 -14.9 -12.1 

6-311++G(3df,3pd 239 314 -12.4 -12.2 -13.5 -13.1 

aug-cc-p 280 372 -12.1 -12.1 -13.1 -13.0 
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Table 6.1 

ontinued 

P2       

c

M             

-31G(d)  83 102 -16.8 -12.3 -18.4 -12.7 

-pvdz  84 108 -18.5 -10.9 -19.4 -11.0 

 89 114 -16.6 -12.2 -18.1 -12.8 

 103 126 -14.9 -12.3 -16 -13.1 

109 138 -14.5 -12.4 -15.5 -13.1 

p)  

(d,p)  

 

)  

) 

 

) 

p) 

  

p) 

p) 

) 

 

vtz 

 

 

 

 

6

cc

6-31G(d,p) 

6-31+G(d) 

6-31+G(d,p) 

6-311G(d, 110 140 -16.3 -11.3 -18 -11.7 

6-31++G 111 142 -14.6 -12.4 -15.7 -13.0 

6-311+G(d)  129 152 -14.6 -12.1 -14.6 -11.6 

6-31G(2d,2p 125 162 -17.2 -11.8 -18.7 -12.4 

6-311++G(d,p 132 168 -14.1 -12.2 -15 -12.8 

aug-cc-pvdz 137 178 -13.9 -12.4 -14.9 -13.1 

6-311G(2d,2p) 141 182 -16.6 -11.8 -18.5 -12.4 

6-31+G(2d,2p 145 186 -13.8 -12.5 -14.8 -13.4 

6-311++G(2d,2 163 210 -14.2 -12.5 -15.2 -13.3 

cc-pvtz 182 240 -15.6 -12.3 -16.9 -13.3 

6-311G(3df,2 201 254 -15.9 -11.6 -17.4 -12.7 

6-311++G(3df,2 223 282 -13.9 -12.7 -15 -13.7 

6-311G(3df,3pd 217 286 -15.4 -12.0 -16.6 -12.8 

6311++G(3df,3pd) 239 314 -14.1 -12.8 -15.2 -13.9 

aug-cc-p 280 372 -13.9 -13.0 -15.1 -14.1 
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Figure 6.3. A plot of hydration enthalpies versus number of basis functions for the first hydration step of 
metaphosphate. The experimental enthalpy is given as a solid line in red and calculated values are given in 
black diamonds (polarization, no diffuse functions) and open squares (polarization and diffuse functions). 
Vertical lines indicate the 6-311++G(3df,2p) basis set at 223 basis functions selected in this study to 

water and PO3
- is 0.33 kcal/mol,160 as indicated by the dashed horizontal lines in 

Figure

es in 

represent a converged level of theory. Experimental errors were reported at 0.33 kcal/mol and represented 
bars as dashed horizontal lines. A reference of 1 kcal/mol is given by solid horizontal lines. 

The reported experimental error in the interaction enthalpy between one 

 6.3. For visual assistance, a reference of 1 kcal/mol surrounding the 

experimental value is also given as solid horizontal lines. The experimental error 

reported for H2PO4
- was 1 kcal/mol, as indicated by the dashed horizontal lin

Figure 6.4.169  
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Figure 6.4. A plot of hydration enthalpies versus basis functions for the first hydration step of dihydrogen 
phosphate. The experimental value is given in red and calculated values are given in black diamonds 
(polarization, no diffuse functions) and open squares (polarization and diffuse functions). Vertical lines 
indicate the 6-311++G(3df,2p) basis set at 280 basis functions selected for this study to represent a 
converged level of theory. Experimental errors were reported at 1 kcal/mol and are represented by dashed 
horizontal lines. 

 

Previously, the effects of BSSE have largely been ignored in 

understanding the hydration of phosphate systems.164,165,171 However, the 

incorporation of BSSE into the computed hydration enthalpies of these 

phosphate systems is important to achieve experimental agreement within the 

reported accuracy, as seen in Figures 6.3 and 6.4. Without BSSE for PO3
- and 

H2PO4
-, both MP2 and B3LYP overestimate the enthalpies of hydration by 

several kcal/mol. In general, basis sets that rely only upon increases in 

polarization without BSSE correction (black diamonds, top entries of Figures 6.3 

and 6.4) overestimate the enthalpy of hydration. The inclusion of more extensive 
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polarization functions (without diffuse functions) leads to the improvement of 

predicted enthalpies of hydration. However, convergence to experimental values 

is slow using B3LYP, and is never attained using MP2. In essence, the additional 

polarization does not compensate completely for the incompleteness of the basis 

set. 

In general, basis sets with diffuse functions have a more drastic and rapid 

impact on the computed enthalpies for both B3LYP and MP2 without BSSE. 

Basis sets with increases in both diffuse and polarization functions (open 

squares, top entries of Figures 6.3 and 6.4) produce enthalpies of hydration that 

are within 1 kcal/mol of experiment when using B3LYP (6-31+G(d) and 6-

311G(d,p) are the exceptions for PO3
-). MP2 without BSSE overestimates the 

enthalpies by less than 2 kcal/mol consistently across the range of basis sets 

with diffusion functions. The importance of supplementary functions for the 6-

31G(d,p) and 6-311G(d,p) basis sets has been reported206 for weakly bound 

complexes157,207,208 and systems involving lone pair electrons.160  

Including BSSE in the computations eradicates the large fluctuations in 

the computed enthalpies of hydration, as seen in Figures 6.3 and 6.4. 

Improvement in the predicted hydration enthalpies is seen for all levels of theory. 

The 6-311++G(3df,2p) basis set was selected, since it produced hydration 

enthalpies within experimental error, and gives virtually identical enthalpies 

compared to two smaller and two larger basis sets including diffuseness. The 

basis set chosen delivers experimental accuracy and computational economy of 

resources. In particular, BSSE brings the computed MP2/6-311++G(3df,2p) into 

excellent agreement with experiment. The hydration enthalpy of PO3
- with one 

water molecule is computed to be -12.7 kcal/mol (-12.9 kcal/mol from 

experiment),169 whereas H2PO4
-is computed to be -13.9 kcal/mol (-14.0 kcal/mol 

from experiment).160,169 The impact of BSSE is less on B3LYP energies than for 

MP2. However, BSSE has a tendency to over-correct B3LYP energies. The 

computed B3LYP/6-311++G(3df,2p) hydration enthalpies give slightly better 

agreement with experiment when basis set superposition is not included. The 

excellent agreement between experiment and BSSE corrected MP2 results, and 

strong agreement with B3LYP without BSSE indicates that the orbitals produced 
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give reliable stereoelectronic insight into the differences of observed 

complexation enthalpies. Furthermore, it suggests that the complex of two and 

three water molecules with PO3
- and H2PO4

- will be properly treated using the 6-

311++G(3df,2p) basis set with BSSE and MP2. In the treatment of larger 

systems, the use of B3LYP does not require BSSE. 

Orbital Interactions and hydrogen bond strength of PO3
- and H2PO4

- with 

one water. NBO shows two main hyperconjugative n(O) → σ*(O—H) interactions 

responsible for each hydrogen bond in PO3
-, but three hyperconjugative n(O) → 

σ*(O—H) interactions responsible for each hydrogen bond in H2PO4
-, as shown 

in Table 6.2. The sum of these interactions indicates that hydrogen bonding is 

stronger in H2PO4
-, as compared to PO3

- by 1.3 kcal/mol. To verify the results, 

deletion energies place this value at 1.2 kcal/mol, a value in good agreement with 

the experimental difference (1.1 kcal/mol) between enthalpies of PO3
- and 

H2PO4
- when complexed with one water molecule.209 

As a percentage of total interaction energies, the E(2) values for H2PO4
- 

and PO3
- are 76% and 73%. When using deletion energies, the computed 

percentage reduces to 65% and 61%, respectively. The value of around 60% is 

in keeping with general NBO evaluations of charge-transfer hydrogen bonding 

interactions.209 Nevertheless, both the E(2) and deletion methods give hydrogen 

bonding, charge-transfer or delocalization energies that are more pronounced in 

H2PO4
- than with PO3

-. 

Energy minimization of metaphosphate and dihydrogen phosphate in the 

absence of covalent interactions. To test the importance of hyperconjugation 

effects on the hydrogen bonding differences between H2PO4
- and PO3

-, energy 

minimizations were performed with the specific n(O) → σ*(O—H) interactions 

removed. In this way, hydrogen bonds formed should be due to the electrostatic 

contributions and not partial covalency delivered by hyperconjugation. The 

hydrogen bond lengths are computed to increase from 2.055 Å (with 

hyperconjugation) to 2.106 Å (without hyperconjugation) for H2PO4
-, while PO3

- 

increases from 2.064 Å (with hyperconjugation) to 2.093 Å (without 

hyperconjugation), as shown in Table 6.3. This emphasizes the importance of 

hyperconjugation, because only when its effects are considered do hydrogen 
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bond lengths and presumably strengths correlate to experiment. Reiterating this 

point, hyperconjugation provides stronger and shorter hydrogen bonds for H2PO4
- 

compared to PO3
-.  

 

Table 6.2.  Covalent contribution to hydrogen bonding interactions between 
metaphosphate and dihydrogen phosphate. NBO energy values were calculated 
using the HF/6-311++G(3df,2p) wavefunction on the MP2/6-311++G(3df,2p) and 
B3LYP/6-311++G(3df,2p) optimized structures.  

 

                       dihydrogen phosphate   metaphosphate 

 

  

MP2/6-311++G(3df,2p) 

E(2) (kcal/mol) n(O) → σ*(O-H) 1 3.74  3.89 

  n(O) → σ*(O-H) 2 1.01 0.85 

  n(O) → σ*(O-H) 3 0.58  

Total E(2) (kcal/mol)   5.33 4.74 

Total E(2) of both hydrogen bonds   10.7 9.48 

% of total interaction energy  76.1 72.9 

Total Edel of both hydrogen bonds  9.06 7.89 

% of total interaction energy  64.7 60.6 

 

B3LYP/6-311++G(3df,2p) 

E(2) (kcal/mol) n(O) → σ*(O-H) 1 2.88 3.43 

  n(O) → σ*(O-H) 2 0.85 0.74 

  n(O) → σ*(O-H) 3 0.83  

Total E(2) (kcal/mol)   4.56 4.17 

Total E(2) of both hydrogen bonds  9.12 8.34 

% of total interaction energy  71.0 64.1 

Total Edel of both hydrogen bonds  7.74 6.89  

% of total interaction energy  60.2 58.3 
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Table 6.3.  Hydrogen bonding in phosphates 

 

  Dihydrogen phosphate            Metaphosphate  

 

Full optimization 2.055                                2.064 

  

Optimization without 2.106                                 2.093 

n(O) → σ*(O—H ) interactions                      

 

Hydrogen bond orbital interactions between metaphosphate and 

phosphate. An analysis of the orbitals in both PO3
- and H2PO4

- show that both 

phosphates share a common motif of interactions, which include primary (defined 

by the highest E(2) and Edel value) and secondary (defined by the second 

highest E(2) and Edel value) interactions. The primary n(O) → σ*(O—H) 

interaction, defined by the charge-transfer in both PO3
- and H2PO4

-, arises from 

the interaction between the lone pair n(O) on the phosphate oxygen and σ*(O—

H) antibonding orbital of the water directly facing each other, as shown in Figure 

6.5. 

       

O

P

OO

H

H
O

H

OH

σ*

n(O)

                            

O

P

O

O

OH

σ*

n(O)

H

             

 dihydrogen phosphate metaphosphate              

Figure 6.5. Top view of one water complexes with the phosphates illustrating the primary n(O) → σ*(O—H) 
head-to-head interaction between dihydrogen phosphate and metaphosphate with water. For each system, 
the left-hand figure shows the computed orbitals and the right-hand side is a schematic view.  

The two orbitals are oriented head-to-head, providing strong overlap for the 

primary mechanism for charge-transfer. The secondary n(O) → σ*(O—H) 

interaction in both PO3
- and H2PO4

- arises from the charge-transfer between a 
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second oxygen lone pair projecting upwards and not directly towards the water 

σ*(O—H) orbital, as shown in Figure 6.6. The orientation of the two orbitals 

provides less orbital overlap, as compared to the primary charge-transfer 

interaction. 

    

P

OH

OO

H

H

H

OH

σ*

n(O) O

                               

PH

OH

O

H

OH

σ*

n(O) O

 

 dihydrogen phosphate metaphosphate 

Figure 6.6.  Top view of one water complexes with the phosphates illustrating the secondary n(O) → σ*(O—
H ) interaction. This figure highlights the reduced orbital overlap relative to that shown in the previous figure. 
For each system, the left-hand figure shows the computed orbitals and the right-hand side is a schematic 
view. 

 

The final interaction present in H2PO4
-, but absent in PO3

-, is crucial to 

understanding the difference in observed hydration enthalpies, and stems from 

donation from an oxygen lone pair almost perpendicular to the water’s σ*(O—H) 

orbital. When this lone pair is perfectly perpendicular to the σ*(O—H) orbital, as 

in the case of PO3
-, no interaction occurs because both constructive and 

destructive orbital contributions cancel, as shown in Figure 6.7.  

In the case of H2PO4
- the donor oxygen lone pair is tilted by ~25°, which is 

sufficient to allow for orbital overlap and promote charge-transfer, as shown in 

Figure 6.7. It is computed that the distal lone pair from the hydroxyl substituent 

clashes with the donor n(O) orbital and causes a distortion that twists the donor 

lone pair away from the symmetry plane. This is not possible in PO3
-. The new 

n(O) orientation creates orbital overlap between the n(O) and σ*(O—H) orbitals 

resulting in stronger charge-transfer and hydrogen bonding in H2PO4
-.  
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Figure 6.7.  Top view of one water complexes with the phosphates illustrating the tertiary n(O) → σ* (O—H) 
interaction present in dihydrogen phosphate but absent in metaphosphate. For each system, the left-hand 
figure shows the computed orbitals and the right-hand side is a schematic view. 

To further evaluate the hydrogen bond strength dependency on the 

position of the distal lone pairs, the dihedral of one hydroxyl substituent (H-O-P-

O) was rotated in 30 degree increments. As seen in Figure 6.8, the H-O-P-O 

dihedral dictates the position of the distal lone pairs. As the dihedral is varied, the 

interaction between the distal lone pair and n(O) changes, which in turn affects 

the degree of n(O) and σ*(O—H) overlap (co-linearity), and ultimately the 

hydrogen bond strength.  

Starting at a H-O-P-O dihedral of 100° (A), a tilt of ~ 25° from co-linearity 

is observed between the n(O) and σ*(O—H) orbital. By rotating H-O-P-O by 30° 

from A to B (Figure 6.8), the clash between the remote lone pair and n(O) 

becomes more intense, resulting in a 35° tilt in co-linearity between orbitals. The 

hydrogen bond length increases by 0.01 Å and the charge-transfer reduces by 

0.2 kcal/mol. Continued rotation of H-O-P-O diminishes the interaction between 

the distal lone pair and n(O), resulting with improved co-linearity (C through E) 

between n(O) and σ*(O—H) with shortening of the hydrogen bond and 

strengthening of charge-transfer. Not only does this further validate the previous 

finding that hydrogen bond strength depends on the position of distal lone pairs, 

but also that charge-transfer or covalent hydrogen bonding plays a crucial role in 

hydrogen bond strengths. This finding implies that overall hydration of H2PO4
- 
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and PO3
- depends on distal lone pair orientation, or in simpler terms, hydration 

depends upon phosphate conformation. 
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Figure 6.8.  Orientation of orbitals as a function of the systematic change of the H-O-P-O dihedral. The 
impact of distal lone pair clash is shown to affect n(O) → σ*(O—H) co-linearity.  

Geometries and energies: Two and three water complexes of 

metaphosphate and dihydrogen phosphate. Starting orientations for two and 
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three water complexes with PO3
- were obtained from prior theoretical 

calculations.160,171 Multiple starting orientations were used to search for the low 

energy complexes of H2PO4
- with two and three water molecules. The lowest 

energy two water configuration is different than that reported earlier165 being 1.4 

kcal/mol lower in energy using B3LYP/6-311++G(3df,2p). The primary difference 

between the structure previously reported and the newly calculated one is how 

the two water molecules hydrogen bond with H2PO4
-. The new structure has one 

water serving as a double hydrogen bond donor to the deprotonated oxygen 

atoms, and one water acting as a simultaneous hydrogen bond donor to a 

deprotonated oxygen and acceptor to a protonated oxygen atom. Both waters in 

the Houk structure serve as hydrogen bond donors to one protonated and one 

deprotonated oxygen.165 The three water structure of H2PO4
-has not been 

previously reported. Despite extensive searching, it cannot be ascertained with 

certainty if the two or three water complexes with H2PO4
- are global minima, 

although the computed hydration enthalpy for the two water complex is within 

experimental error. Interaction enthalpies of PO3
- and H2PO4

- complexes with two 

and three water complexes at the B3LYP/6-311++G(3df,2p) and MP2/6-

311++G(3df,2p) level are given in Table 3. Final geometries of the phosphate 

and water complexes are given in Figure 6.9. Hydrogen bond lengths and the 

magnitude of n(O) → σ*(O—H) interactions are also provided in Figure 6.9. 

Hydration enthalpies show that H2PO4
- complexes are more stable than 

their PO3
- counterparts when complexed with either two or three water 

molecules.160,169 The computed MP2/6-311++G(3df,2p) hydration enthalpies 

corrected for BSSE are within the reported 0.33 kcal/mol experimental 

uncertainty for PO3
- and within the 1 kcal/mol uncertainty for H2PO4

- for the one 

and two water complexes. However, the predicted three water PO3
- complex 

hydration enthalpy is significantly lower than observed. The large difference 

between experimental and theoretical hydration enthalpies of PO3
- with three 

water molecules has been a long standing source of uncertainty, and addressed 

elsewhere.164,165,169 
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Table 6.4.  Hydration enthalpies of metaphosphate and dihydrogen 
phosphate at the B3LYP/6-311++G(3df,2p) and MP2/6-311++G(3df,2p) 
levels of theory corrected for BSSE. Energies not corrected for BSSE are 
given in parentheses. 

 

 Calculated ∆H 

 n-1, n  B3LYP MP2               Expt    

 

Metaphosphate 0,1 -12.1 (-12.4) -12.7 (-13.9) -12.9 

PO3
-  1,2 -9.8 (-10.6) -11.4 (-12.2) -11.4 

  2,3 -7.9 (-9.2) -7.5 (-10.7) -16.3 

        

dihydrogen phosphate 0,1 -13.0 (-13.4) -13.7 (-15.0) -14.0 

H2PO4
-  1,2 -11.6 (-12.7) -11.4 (-14.0)  -12.3 

  2,3 -12.5 (-14.2) -8.8 (-13.6) 

  

 

To understand the underlying reason for the differences in hydration 

enthalpies, the hydrogen bonds formed by both PO3
- and H2PO4

-were examined 

in detail. The main difference between PO3
- and H2PO4

- is that the hydrogen 

bonds formed between water and H2PO4
- are unequal in terms of geometry and 

strength as compared to PO3
-. Unlike H2PO4

-, the hydrogen bonds in the two 

water complex with PO3
- are approximately equal in length (2.09 to 2.11 Å). The 

three water complex has uniform hydrogen bonding distances at 2.13 Å. For all 

PO3
- complexes considered, the waters behave as double hydrogen bond 

donors. In contrast, hydrogen bond lengths in H2PO4
- complexes can differ by as 

much as 0.46 Å. For example, in the two water complex, hp_2, hydrogen bond 

lengths of 2.14, 2.01 and 1.68 Å are found. One water behaves as a double 

hydrogen bond donor, whereas the other water serves as a hydrogen bond donor 

and acceptor. In the three water complex, hp_3, hydrogen bond lengths of 2.09, 

2.02 and 1.70 Å are computed. In this case, one water behaves as a double 

hydrogen bond donor, whereas the other two waters serve as a simultaneous 

hydrogen bond donor and acceptor. 
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Figure 6.9. Optimized geometries of metaphosphate (mp_2 and mp_3) and dihydrogen 
phosphate (hp_2 and hp_3) complexes with two and three water at the MP2/6-
311++G(3df,2p) with hydrogen bond lengths in Å. E(2) values of the n(O) → σ*(O—H) 
interactions in kcal/mol are given in parentheses. Oxygens are represented by the color red, 
phosphorous by orange and hydrogen by white. 

Interestingly, an oxygen atom of the phosphate molecules serves in three 

different capacities with water molecules. It may be a hydrogen bond acceptor for 

one donor, an acceptor for two simultaneous donors, or a hydrogen bond donor. 

In mp_2, two oxygens are acceptors for a single donor, whereas one oxygen is 

an acceptor for two hydrogen bond donating waters simultaneously. This 

difference in hydrogen bonding responsibility explains the small differences 

computed in hydrogen bond lengths and charge-transfer energies. The oxygen 

coordinated with two hydrogen bond donors is a slightly weaker acceptor. As 

shown in Figure 6.10 (right-hand side) for the two water complex with PO3
-, a 

single lone pair donates into two separate σ*(O—H) orbitals, diluting the n(O) 

donor density, lowering the n(O) energy, and increasing the n(O) and σ*(O—H) 

energy gap. Thus, less charge-transfer (3.6 kcal/mol) and a longer hydrogen 

bond distance (2.11 Å) results, as compared to the oxygen with a single donor 
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(4.0 kcal/mol and 2.09 Å) illustrated by the other PO3
- structure in Figure 6.10 

(left-hand side). 

    

 water as acceptor n(O) double acceptor 

dihydrogen phosphate 

     

 n(O) single acceptor n(O) double acceptor 

metaphosphate 

 

Figure 6.10.Important orbital interactions of metaphosphate and dihydrogen phosphate with two waters 
explaining the differences in hydrogen bond strengths. Oxygens are represented by the color red, 
phosphorous by orange and hydrogen by white. 

 

In mp_3, all of the phosphate oxygens are acceptors for two hydrogen 

bond donating waters simultaneously. Each PO3
-oxygen atom has a single lone 

pair donating into two separate σ*(O—H) orbitals (Figure 6.11) resulting in 

hydrogen bonds weaker than computed in the one and two water complexes for 

the same reasons stated above. As a consequence of the symmetry, all 

hydrogen bond lengths (2.13 Å) and charge-transfer energies (3.1 kcal/mol) are 

equivalent. 

Dihydrogen phosphate exhibits different and more asymmetric hydrogen 

bonding. In the two and three water clusters (Figure 6.9), there is at least one 

water that serves as a double hydrogen bond donor. In hp_2, the same behavior 

as in the PO3
- complex is observed, where the phosphoryl oxygen acceptor 

interacting with a single donor yields stronger hydrogen bonds (6.6 vs. 3.2 
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kcal/mol) and shorter distances (2.01 vs. 2.14 Å). The three water case hp_3 

produces intermediate distances (2.09 Å) and energies (4.0 kcal/mol) for the 

formed double donor, double acceptor hydrogen bonds. 

         

 n(O) double acceptor                     water as donor water as acceptor  

dihydrogen phosphate 

 

                                                     n(O) double acceptor 

         metaphosphate 

Figure 6.11.  Important orbital interactions of metaphosphate and dihydrogen phosphate with three waters 
explaining the differences in hydrogen bond strengths. Oxygens are represented by the color red, 
phosphorous by orange and hydrogen by white. 

 

An interesting complex occurs when a water acts as both a hydrogen 

bond donor and an acceptor, as found with hp_2 and hp_3. These waters form 

hydrogen bonds of different strength, even when originating from the same 

hydrogen bond acceptor atom. When the water is a simultaneous donor and 

acceptor, one hydrogen bond is extremely short (1.68 and 1.70 Å) between the 

water donor and oxygen acceptor. Short hydrogen bonds may be key to the 

observed stability differences between H2PO4
- and PO3

- in two and three water 

complexes. The NBO method was used to examine the n(O) → σ*(O—H) 

interactions responsible for the short hydrogen bonds. E(2) values corresponding 

to the respective n(O) → σ*(O—H) charge-transfer interactions are provided in 

Figure 6.9 in parentheses. It is noted that the short hydrogen bonds have 
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extremely high n(O) → σ*(O—H) values of 30.7 kcal/mol and 27.6 kcal/mol. As 

previously discussed, these absolute charge-transfer energies are likely over-

estimated; however, their relative values indicate that these hydrogen bonds are 

special and that improved orbital overlap or energies enhance the charge-

transfer or partial covalency. 

The unusual strength of these short hydrogen bonds stems from the fact 

that the participating water molecule is also acting as a hydrogen bond acceptor. 

The NBO orbitals highlighting the different types of donor and acceptor 

interactions are given in Figures 6.10 and 6.11. Closer examination shows 

excellent n(O) and σ*(O—H) alignment for cooperative charge-transfer through a 

single water molecule (Figure 10, center and right-hand side). The withdrawal of 

electron density from the water molecule reduces the energy of the σ*(O—H) 

orbital. As such, the computed σ*(O—H) energy is 0.84 a.u., as compared to 

0.88 a.u. from the double donor waters on PO3
- and 0.90 a.u. from the other 

water molecule on H2PO4
-. This lowering in energy of the σ*(O—H) reduces the 

energy gap between n(O) and σ*(O—H) by 25.1 kcal/mol yielding a stronger n(O) 

→ σ*(O—H) charge-transfer interaction and unusually short hydrogen bonds. 

Overall these findings explain the lack of stability between PO3
- and water 

compared to H2PO4
-. 

Biological Implications. Hydrogen bonds are a pervasive interaction in 

nature and common within enzyme active sites.17,210-212 How hydrogen bonding, 

especially short strong hydrogen bonds, impacts catalysis is an important 

biological question that is actively studied.140,211-216 The role of this type of 

hydrogen bonding to enzyme catalysis is particularly interesting, since it has 

been proposed that such interactions can stabilize transition structures by 8 

kcal/mol.212 In this work for one water complexes, it is shown that distal lone pairs 

of electrons can perturb orbital orientations and overlap, increase covalency 

through charge-transfer, and modulate the strengths of hydrogen bonds. In more 

than one water complexes, charge-transfer can be reduced or greatly magnified 

depending upon the hydrogen bonding configuration. Since, configurational and 

conformational change of phosphates are linked to hydrogen bond strength, such 

changes during active site binding may be crucial to overall enzymatic activity or 

 102



phosphoryl transfer reactions. Although H2PO4
- is rare in enzymatic systems, 

other substituted phosphates, rich in lone pairs of electrons, may display the 

same connection between binding strength and conformational dependency. 

Future analysis of hydrogen bonding of phosphates in active sites with water, 

ions or amino acids should include consideration of such stereoelectronic effects. 

Conclusions 

The electronic basis of hydrogen bonding of metaphosphate and 

dihydrogen phosphate with one to three waters was studied to understand the 

experimentally reported differences in enthalpies of hydration. The evaluation of 

the level of theory utilized shows that it is essential to employ basis set 

superposition error corrections along with supplemental diffuse functions to 

compute the enthalpy of hydration to experimental error for both metaphosphate 

and dihydrogen phosphate. Using natural bond orbital analysis, it is found that 

dihydrogen phosphate participates in stronger hydrogen bonding relative to 

metaphosphate due to greater hyperconjugative n(O) → σ*(O—H) interactions. 

The influence of subtle orbital interactions resulting from configurational and 

conformational changes is key to understanding the hydrogen bonding 

differences between the two phosphates. In the dihydrogen phosphate complex 

with one water, the repulsion between distal lone pairs with the n(O) donor orbital 

creates favorable orbital overlap between n(O) and σ*(O—H), which increases 

the magnitude of  charge-transfer and consequently hydrogen bond strength 

relative to metaphosphate. In the two and three water complexes, the more 

asymmetric hydrogen bonding configuration in dihydrogen phosphate allows for 

cooperative charge-transfer that strengthen its hydrogen bond acceptor ability 

over PO3
-. Waters in dihydrogen phosphate complexes serve as both a hydrogen 

bond donor and acceptor, which reduces the energy gap between n(O) and 

σ*(O—H), leading to stronger hydrogen bonds. The connection between 

phosphate conformation, orbital interactions, partial covalency and hydration 

enthalpies has been demonstrated. 
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CONCLUSIONS AND FUTURE WORK 

 Stereoelectronic effects have previously been implicated in phosphates in 

two ways:  (1) Ab initio calculations on small molecule analogs of substrates, that 

showed  the energetic preference for particular stereoelectronic configurations 

can enhance the reactivity of intermediates.  (2) crystal structures of complexes 

that show stereoelectronic favoured configurations 

This dissertation advances this prior knowledge by showing that 

1) The anomeric effect is more important than electron withdrawing effects 

upon the O—P bond in imparting bond weakness. 

2) The anomeric effect can account for the thermodynamic poise of a series 

of phosphates. 

3) The anomeric effect is also strongly correlated with rate constants and 

activation energies for a series of phosphates. 

4) Enzymes and other environments can ‘tune’ the strength of the O—P 

bond by selectively increasing or decreasing the anomeric effect. 

 This dissertation has introduced a new appreciation of stereoelectronic 

effects in phosphates. It has shown that the anomeric effect can explain the 

thermodynamic instability of phosphates and strongly suggests the role of the 

anomeric effect in rate enhancements. As a result of these findings scientific 

discourse on phosphoryl transfer should now include analysis and appreciation of 

these stereoelectronic factors.   

 Future work should aim to establish a stronger foundation through direct 

determination of the change in activation energy and rate attributable to an 

enzyme’s mediation of the stereoelectronic effect. The calculations on the effect 

of different residues on the O—P bond length initiate this and it should be 

somewhat trivial to model the reaction with individual residues removed and 

effects on rate determined. This type of analysis should not be limited to arginine 

kinase. The investigation of the catalytic effect of stereoelectronics should also 

not be limited to arginine kinase. 

 It is not expected that stereoelectronic effects will account for rate 

enhancements of 1012 – 1021. Rather it is suspected to reach magnitudes to 3-9 
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kcal/mol or rate enhancements of up to 108. The utility of recognizing 

stereoelectronic effects is that it allows experimentalists to make use of a pre-

arranged active site to selectively drive either O—P bond formation or breakage. 

It can also serve as a tool to allow experimentalists to trap important 

intermediates within an active site environment. 
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