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ABSTRACT

A two-phase study of the potential impact of Geosynchronous Imaging Fourier
Transfer Spectrometer (GIFTS) radiance data to the prediction of stamgective
events was developed. In the first phase of the project, a statistical anbiizisuns of
the Fifth Generation Pennsylvania State University/National CenteAtmospheric
Research Mesoscale Model (MM5), version 3, was performed. Thesancorporate
different size domains, numbers of vertical levels, numbers of nesbinwids, and
physical schemes. Using high-resolution National Center for EnveatahPrediction
(NCEP) Stage IV precipitation estimates, mesonet data, and reftiectivity, it was
determined that of all runs, one was chosen as being most appropriate forirmgmulat
GIFTS radiance. This run incorporates the simple ice microphysiteme, the Grell
cumulus scheme, the Blackadar planetary boundary layer scheme, amdpla si
atmospheric radiation scheme. Furthermore, this run was nested, evitiother domain
(12-km resolution) of size 163 x 127 x 54 and the nested domain (4-km resolution) of
Size 103 x 127 x 54.

In the second phase of the project, two sensitivity studies were carried thé. |
first sensitivity study, the sensitivity of simulated GIFTS aade to temperature and
water vapor were examined. The 14 most sensitive channels within th& Gif€ettral
range, out of 3,073, were chosen for further analysis. Through an aralyssMM5
grid point that had relatively minimal cloud cover, it was determined tleatnibst
sensitive atmospheric layers at eight channels are in the lower treppgpgmperature)
and lower to mid-troposphere (water vapor). At the other six, the mostiaemnsdion is
in the mid- to upper troposphere. The layers of maximum sensitivity are consigten
peaks of the weighting functions of these channels. The second senstivity

examined the sensitivity of convective precipitation forecasts to thd icatmalitions of

Xi



temperature and water vapor. The purpose of this study was to “bridge” the rethdts o
first sensitivity study to the MM5 quantitative precipitationefcast (QPF) results. It was
found that the most sensitive region is over the Central Plairtseedfnited States and
that the convective QPF is most sensitive to both water vapor contet@ngperature in
the low-levels of the troposphere. Furthermore, temperature is deemedensitive to
convective QPFs than water vapor.

The results from these sensitivity studies, when linked togethenragrate that
GIFTS radiance at the eight wavenumbers most sensitive in the lapesphere may
be more effective to improve QPF than higher wavenumber radiance and thataeme
in the Central Plains is the key meteorological variable to which theective QPF is
most sensitiveln a future four-dimensional variational data assimilation (4&p}\étudy,
simulated and real atmospheric observations from various somittbe assimilated into
the MM5, with the GIFTS model representing the observation operatorugrhritis
current study, a better sense of the utility of data from GIFTS to the fongcad
convective precipitation is ascertained, which would help streamline the 4D-Var study.

Xiii



CHAPTER ONE
INTRODUCTION

Predicting rainfall amounts in regions of convective actiatyam important and
challenging task. Thunderstorms often produce copious amounts @fllravdr a short
amount of time, which can result in flash flooding. Such an eventno@only result in
property damage, but may also endanger the lives of people. This saltgdeue in
regions such as the Central Plains of the United States, where thunderstoity, acti
particularly in the spring and summer months, is very common. Dostvall (1996)
noted that flash flooding is the most deadly convective-related weatkeomplnon;
hence, accurately predicting these events is vital. Furtherntes &re other societal
justifications for producing better forecasts, which range from waterageanent to
pesticide application (Fritsch and Carbone 2004).

Numerical models currently in operational centers may fail to grediofall
amounts with great accuracy, particularly during warm season events (O&Eoh%35).

For example, Junker and Hoke (1989) showed that the Limited Fine Mesh model [LFM,
replaced by the eta (ETA; Black 1994) model in June 1993; Howcroft (1971)] greatly
underpredicted rainfall coverage during the summer months of 1988 over the United
States east of 10®. More specific to the Central Plains, Junker et al. (1992) showed
that in 24 to 48 h forecasts, the Medium Range Forecast [MRF; Sela (1988)] model
tended to strongly underpredict spatial coverage of heavy pet@pi events over
Oklahoma and Kansas during the warm seasons of 1989 and 1990, when convective
activity was more likely. The model also dramatically overpredicteegrege in areas

just west of this region. Meanwhile, the 12 to 36 h Nested Grid Model [NGM; Hoke
(1989)] forecasts tended to overpredict rainfall in this region during thensu seasons

of 1988 and 1989.



Especially during summer convective events, rainfall prediction is very
challenging because the precipitation coverage and intensity tendhighte variable
through space and time, which leads to large inaccuracies (Mesinger 1996; Steakrud et
2000). This problem is not evident with other variables, such as lifteex imnd
temperature, which are more spatially and temporally uniform and are aocueately
predicted (Ganguly and Bras 2003). In fact, warm season quantitative preacipitatio
forecasts (QPF) are deemed to be the poorest performing application of forecasting
throughout the entire globe and are generally not skillful beyond 3tbdfrand Carbone
2004). Many of the difficulties in producing accurate QPF are a result of models
incorporating a resolution which is too coarse and therefore, unaldedive mesoscale
features (Kain and Fritsch 1992). Moreover, poor initialization of sezde features that
force the convection may result in inaccurate forecasts (Stensrud actl E€831). Even
at higher resolutions, skill scores may not necessarily ingpr&purious small-scale
features with unfavorable predictability could negatively affect skiirex at fine
resolutions (Gallus 2002). While numerical models have shown great capabilities i
predicting individual mesoscale events (Zou and Kuo 1996), and skiissobQPF have
improved somewhat in recent years, advancements have been slosulgrgrtduring
the summer season (Olson et al. 1995). Therefore, much work is gtilied and a
more sophisticated method of predicting rainfall needs to be developed. Althocighan
endeavor will not guarantee maecurate and consistent QPF, it is worthy of attempting.

To alleviate the deficiencies in short-range QPF, numerical weatperigents
have been performed that focused on this problem. All expersnii@avie been useful in
terms of improving moisture analysis and reducing possible spin-upepisbin
numerical models. Based on estimated rainfall data during the periodoptter forecast,
Fiorino and Warner (1981) performed a dynamic initialization experiment cp@dl
cyclone, which specified the convective heating term in a three-dimehsm@sascale
model's thermodynamic equations. Krishnamurti et al. (1984) later introducetethef
physical initialization, in which adjustments of divergence armaistare fields in the
initial conditions (ICs) of a spectral model were adjusted so peatifeed rainfall rates
could be obtained. Krishnamurti and Bedi (1988) advanced this concept by using a
dynamical relaxation, or nudging technique, on a spectral model. FinallyeD(i88)



introduced a procedure for initializing cumulus convection parameterizatiomgjich
temperature and humidity fields were adjusted so that desirable convectivetgtioaipi
and vertical heating profiles would be produced. While these early techniques are quite
important to the field of numerical weather prediction, they do not saabsyield
dynamically consistent ICs. Specifically, the moisture fielyrstill not be accurate or
the initial divergence field may still not be able to support convectiveitgctZou and
Kuo 1996). As a result, it is necessary that a method be introduced pihavés on these
early findings.

The technique of four-dimensional variational data assimila{(4D-Var) has
been deemed useful in the goal of producing better QPF. This includes periods of
convective activity, when high precipitation amounts may be expectezl.4DhVar
technique is an innovative method that is mathematically basédeooptimal control
theory, combining information contained in the governing atmosplilenv equations
with the instantaneous observations of the flow (Le Dimet and Ealddt986; Navon et
al. 1992). The main objective of 4D-Var is to obtain optimal ICs and/eralebboundary
conditions (LBCs) of a numerical model by (i) fitting modelefcaists onto observations
available over a temporal period and (i) minimizing the discrep&etyeen the data
and the model by adjusting the ICs and/or LBCs. This discrepancy, widaled a cost
functionJ, can be symbolically written as:

3= Tt ) $x, ) ik )$x(, )], (1)

r=0

r

where x(t, ) is the model prediction attimg 0 r R, x™(t,) is the observation value

at timet, andW is a weighting matrix defined as the inverse of the covariance matrix of
the observational error (Zou et al. 1995). The forward model is integre¢edime and

the output trajectory is saved at each time step. The saved output acts as thatbasic s
the adjoint model integration. Observation incrementd af each time step are also
calculated, which are inputted into the adjoint model and act as “forcings”, Tteen
adjoint model is integrated backwards in time and the gradienteainttal time is
obtained. This gradient is used in a minimization algorithm to adjustothteol variables

and new initial conditions are obtained from this adjustment. Thisepsois repeated

through numerous iterations. Each iteration should result in aesmallue ofJ and



consequently, convergence of the model variables should take place. Figthissidn
of the adjoint model is provided in Chapter 3.

There are several advantages of this method to other methods oficalimer

weather analysis (Zou and Kuo 1996; Peng and Zou 2002). First, observations that are
not linearly related to analyzed variables could be directly assichilateextract the
maximum amount of information, strongly alleviating the need ffetrieval” operations.
The error characteristics of the observations can thus be described bettat aitteed
to include the retrieval error, which is often difficult to quantifpe&ifically related to
precipitation assimilation, 4D-Var also allows for contributiomsfrboth convective and
non-convective precipitation in the adjustment of model variables.

Data from field experiments have been proven very useful in incainpride
4D-Var technigue. In an early 4D-Var study, Zou and Kuo (1996) assimilated observed
rainfall data into the Fifth Generation Pennsylvania State UniyBsitional Center for
Atmospheric Research Mesoscale Model (MM5). They used the 4D-Var technique in a
case study of a mesoscale convective complex (MCC) that developed in the Midwestern
United States on 10 to 11 April 1979. This event, which took place during the Severe
Environmental Storms and Mesoscale Experiment (SESAME) study, haceataoynt
of field experimental data that were available for data assimilation. Shés@rovided
evidence that the QPF of intense weather events could indeed be impriogedugh a
technique.

Another experiment, called the Experiment on Rapidly Intensifying @Ggslo
over the Atlantic (ERICA), also provided an abundance of tthattawere utilized for data
assimilation. In a study by Xiao et al. (2000), 4D-Var was used to assimilate satellite-
derived rain rate data along with precipitable water measurements. Thrasigtutly,
which focused on a mid-latitude cyclone off the East Coast of the United Statesibet
4 to 5 January 1989, it was determined that the assimilation of these satellite-derived data
notably improved the prediction of a cyclone’s track, frontal stirecand precipitation
field.

A more recent field experiment called the InternationgD HProject (IHOP),
which was a study conducted over the central United States between 13 May and 25 June
2002 (Feltz et al. 2003), has also resulted in a plethora of data available foraasgimil



The mission of this project was to gain a better understanding of the four-ginsns
distribution of water vapor in the atmosphere, as well as the aheosgpoundary layer

and mechanisms of convective initiation. In turn, this knowledgeldvinen be used to
improve forecasts of the associated convection and rainfall through varigastgro
Through this field study, large amounts of data have become ldeaftmm various
sources, including ground-based instrumentation, satellites amdf@ifhis collection of

data, which has been posted on the Joint Office for Science Support (JOSS) Data

Management Center’s websitehdtp://www.joss.ucar.edu/ihop/dm/archive/data_list.html

will likely be an invaluable resource for studying convective systemgunefyrojects.

This current study is an endeavor to assess the potential impdotecasts of
similar convective events by incorporating radiance data from the Gdwsyncs
Imaging Fourier Transform Spectrometer (GIFTS). GIFTS, which is pat&d to be a
great advancement in remote sensing the atmosphere, is expected to be comjalieted
2005 and launched sometime between 2006 and 2008. It will be an integral component o
the New Millennium Program Earth Observing-3 (NMP EO-3) mission and shesidt r
in great improvements in meteorological observing and forecassimgt{ et al. 2004).

The purposes of this mission are to study the microphysical propertiesuof cdmd
concentration of trace gasses and to obtain a better sense of thd wemticprofile in

the atmosphere (Tobin et al. 2001, Davies et al. 2004). From a geosynchronous orbit,
will measure the Earth-emitted infrared radiance emitted by the Eattle abp of the
atmosphere using a combined system of a Fourier Transform Spectrometer and Larg
Area Focal Plane Arrays. Using a Michelson interferometer, thiganeel will be
measured in two bands (14.6 to 8.8 pm and 6.0 to 4.4 um, or 685-113ndni650-

2250 cn'; Figure 1) at a roughly 0.6 ¢hspectral resolution (Huang et al. 2000; Tobin et

al. 2001). These measurements will be taken in the form of a 128 x 128 set of 4-km
footprints, or an area of 512 km x 512 km, every 11 s at 101 vertical levels. Adta res
GIFTS should be able to operate at a very high resolution in fooendions over a
regional domain, making it a valuable mesoscale data source farvimprQPF. The

total viewable area to be covered by GIFTS at different local zenith anglestisted

in Figure 2, assuming the GIFTS instrument will be fixed’sit&nd 97.8W (Tobin et al.
2001). At this position, most of the IHOP region (bordered B)X3205W, 42N, and
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Figure 1. Radiance spectrum of all available channels with GIFTS abkatds (from
Smith et al. 2004).
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Figure 2. Region viewable by GIFTS assuming a fixed positioriNf @7.5W. The red
box indicates the IHOP region and the numbers corresponding to each arc idiahte |
zenith angles (from Tobin et al. 2001).



90°W) will be covered with a local zenith angle at or beloW 55

The radiance measurements that GIFTS will directly measure are ersitiv
atmospheric temperature and the concentration of water vapor, carbon monoxide (CO)
and ozone (€) within the atmosphere (Smith et al. 2004). Values of these sensitive
atmospheric variables can be retrieved through an inversion procedure in tich t
observed top-of-atmosphere radiance spectra are incorporated into a “featdfor
radiative transfer model. Water vapor and temperature can also be ednwved a
vertical wind profile quite readily, based on calculated relative huynalitd cloud
imagery at each level of the atmosphere. Combined with profiles of trerationed
variables, which are organized in the form of 128 x 128 data cubes with a third
dimension containing atmospheric profile or spectral information (Da&tiak 2004), the
resulting wind profiles can be incorporated in weather prediction or sasadf the
atmosphere.

Specifically, the retrieval of temperature and moisture sounding®eviibtained
utilizing an eigenvector regression retrieval technique. This technique uses a training
sample of historical radiosonde data, which simulates radianceasfreen the National
Polar-orbiting Environmental Satellite System Airborne Sounderlesstinterferometer
(NAST-I) instrument (Smith et al. 2004). In the first phase of this regnegrocess,
transmittances, which are obtained from available atmospheric profilgsgivd. 2004),
are regressed against predictor values derived from any profile. Then, coefficient
resulting from this regression are applied to the profile, and radisaeeseadily
calculated using the radiative transfer equation. At each fixed pressure layer, three
regressions are made for the 3,037 NAST-I channels between 587 and 234wittm
one regression made for each of0H O;, and fixed gases. Since this spectral range is
larger than the ranges covered by the bands that GIFTS measures, thés ahatisitke
these bands will be ignored in this study. The expected measuremerst @frribre
retrievals are 1 K for temperature in 1-km thick layers, 20% for watgorvia 2-km
layers, 3 m 3§ for wind velocity in 2-km layers, 10 to 20% forsGn 6-km mid-
tropospheric layers and in three 6- to 11- km stratospheric layers, and 1% tfor200
in three 3- to 8- km tropospheric layers (Tobin et al. 2001).



Validation procedures will be made during the mission. During the fi2st 1
months of the mission, NMP will validate the GIFTS products such as rtigetature,
water vapor, and wind profiles, as well as radiance spectra, to data obtamedther
sources, such as radiosonde and satellites. The purpose of conductingctdsiggds to
satisfy the mission’s technology and measurement concept validatse.pThis will be
supplemented by a National Oceanic and Atmospheric Administration (NOAA)
validation of measured values, which will take place six to 18 maitbs the launch of
GIFTS. This procedure will ultimately demonstrate the forecastingyutifithe GIFTS
data (Tobin et al. 2001, Smith et al. 2004).

For purposes of this thesis, a radiative transfer model will be usedutate the
GIFTS observations from a representative atmosphere. This atmosphased on the
most desirable of several MM5 forecasts of a convective episode that occurreédeover
Central Plains of the United States during the nighttime hours of 12 to 13 June 2002. This
event, which occurred in the middle of the IHOP field study, has beemneo¢sh within
the meteorological community because of the timing of the event; tliabcsurred on a
day during the IHOP period that was specifically designated for the study of ceavecti
initiation (Posselt et al. 2003). An assessment of the potential imp&iFdS data to
severe convective precipitation prediction could be made from two typssnsitivity
studies: (i) sensitivities of GIFTS radiances to atmosphericaidas upstream and
downstream of the main precipitation area and (ii) sensitivities of coweect
precipitation to atmospheric conditions. This will ultimately pdevinsights on the
optimal strategies for GIFTS data assimilation at mesoscalesugdtn this study, the
realization of the major goal of improving QPF in these particulantevean be ever
closer.

This thesis is organized as follows: In Chapter 2, a synoptic overview of the even
of interest will be discussed and statistical results from MM8ehruns forecasting this
particular event will be analyzed. In Chapter 3, a more detailed discuddiom GIFTS
radiative transfer model and two types of sensitivity studies will denpeed, which will
determine the sensitivity of simulated GIFTS radiance data and convectivetatecip
to atmospheric variables. Finally, in Chapter 4, conclusions and suggestidogHter
research will be presented.



CHAPTER TWO
MESOSCALE FORECASTS OF A CONVECTIVE EVENT DURING IHOP

The goal of the first phase of this project is to obtain an atmosphere stat
generated from the MM5 that best corresponds to data available. Thesectlatasin
high-resolution estimates of precipitation, mesonet obsenstand radar reflectivity.
Several statistical procedures were performed using data extracted from these sources,
which would give a better sense of the performance of the model compared to actual
observations. From these results, one model run was chosen, which wouldntefires
“true” atmosphere. In turn, this model run will be incorporated the GIFTS radiative
transfer model. This chapter will provide a discussion of these partitoldel runs, as
well as their individual statistical performances. From these results,issodeof which
would be the most appropriate for the GIFTS simulation can be made.

2.1 Brief Analysis of the Convective Event

As mentioned in the introduction, the event of interest in thiicpéar study
occurred during the evening of 12 June 2002 over northern Oklahoma and southern
Kansas, when a mesoscale convective system (MCS) developed. As a resodiighef f
this study will be in this area, between 1200 UTC 12 June and 1200 UTC 13 June 2002.
Within this period, the 2100 UTC 12 June to 0500 UTC 13 June 2002 peitioew
examined closely, since this period roughly defines between when the convectde epis
of interest became a viable feature and when it was at its most intense phase.

Convection developed slightly before 2100 UTC on 12 June from a single cell
over Woods County, OK. The convective area grew in size and intensity, reaching peak



intensity over northern Oklahoma between approximately 0100 to 0200 UTC one€l3 Ju
as it slowly propagated towards the southeast. Figure 3, which is a WSI @orpora
NOWrad® radar image with a 2-km spatial resolution, shows reflectivity at 016D 187

June 2002 over the IHOP region. This image, which was obtained from JOSS, clearly
shows a strong line of convection near the Oklahoma-Kansas border. Khef lhbé
heaviest rainfall ceased between 0400 and 0500 UTC 13 June, which, as memioned,
when the intensive period of this particular study will end. It shoelddied, however,

that the precipitation associated with this line did not begin to dissipatalbmut 1000

UTC 13 June. The last remnants of this event were over the southeaste¥n afo
Oklahoma and were propagating southward at this time.

0206130100 WS NOWBAD 2 K US MOSAIC

Figure 3. NOWrall" 2-km radar image of IHOP region, 0100 UTC 13 June 2002. Units
in dBz. This image was obtained from the JOSS website at http://www.josdudegie
bin/codiac/dss?77.091.
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2.2 Synoptic Overview

At the initial time of this study (1200 UTC 12 June 2002), a broad low-pressure
area was analyzed along a southwest-to-northeast line stretching fromastarth&lew
Mexico northeastward through the northern Texas panhandlehesstérn Kansas,
extreme northwestern Missouri and southern lowa (Figure 4a). Thesesps a frontal
boundary, which was observed on operational synoptic charts at thignitnshown).

Dew point values at 850 hPa were relatively high (Figure 4b) a tongue of hayid

mixing ratio values (Figure 4c-d) in the lower atmosphere protruded into tloa rEEging

and near the front. The winds at the upper levels (Figure 4e) and lower levels (Figure 4f)
of the atmosphere also resembled a conducive atmosphere for convectiop et

as the region of interest was south of the entrance region of an uppgetleteak, and

there were relatively strong low-level winds coming from the northwesBailf of
Mexico and the surrounding region. While dew point depressions at 500 hPa were high
(i.e. greater than £Q) only in extreme northern Oklahoma and southern Kansas (Figure
4g), the morning sounding (Figure 4h) at Lamont, OK (3®687.47W), which is very

close to the region in which the storm activity initiated, repredemtenospheric
conditions that were favorable for convective activity. In particulardsvivere veering

with height, and the convective available potential energy (CAPEgwvakere rather

high (816 J k@) at this location. There was actually a convective event occurring just
north of Lamont at this time, which brushed by this location akersubsequent few
hours. Given the environment at this time, this early convection is rissog.

When the event of interest developed, or around 0000 UTC 13 June,
environmental conditions remained conducive for convective activigu(és 5a-h). For
the most part, the synoptic environment closely resembled what it waprExibusly,
although some subtle changes have taken place. Some of these changes wageaareati
even more favorable environment for thunderstorm activity. Onebleothange is that
the CAPE values at Lamont, OK rose from 816 3 t@2199 J kg over this period of
time. This increase in instability is likely due to solar insolatleigure 6, which is a 1-
km resolution GOES-11 visible image covering the IHOP region at 1803 UTC 12 June
(midway between the 1200 12 June and 0000 UTC 13 June analyses) illustrates¢hat t
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Figure 4. (a) Sea level pressure (hPa), (b) 850 hPa dew @)n{g) 850 hPa, (°C), (d)
850 hPa mixing ratio (g K, (e) 200 hPa winds (m'} (f) 850 hPa winds (m™, (g)
500 hPa dew point depressid), (h) skew-t analysis of Lamont, OK (36.88, 97.47
°W). All diagrams correspond to 1200 UTC 12 June 2002. Analysis source Was 2.5
2.5’ National Center for Environmental Prediction (NCEP) reanalytis.d
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Figure 4. (continued)
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Figure 5. Similar to Figure 4, except at 0000 UTC 13 June 2002.
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Figure 5. (continued)
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Figure 5. (continued)
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Figure 6. GOES-11 visible satellite image at 1803 UTC 12 June 2002 centered over the
IHOP region. Lamont, OK (36.68, 97.47W) is marked by the red dot.
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were only scattered cumulus clouds in this region at the time. foherenost sunlight
penetrated through the atmosphere. In turn, this would likely diztathie atmosphere.
Other indices show similar changes as CAPE. Lifted index values, for Examp
decreased from -526 to -7.3C during the same period. In short, it is clear that for the
most part, the environment continued to be very favorable for a possilvective event.

2.3 Brief Description of the MM5

The MMS5, which was run for 24 h from 1200 UTC 12 June to 1200 UTC 13 June
2002, is a limited-area, nonhydrostatic, terrain following model (Dudhia 1998 ;eGet
1994). This model is an update of a hydrostatic mesoscale model developethey
and Warner (1978). In this study, version 3 of the model was used. A maintagle of
this model is that it is not limited by the hydrostatic assumnptivhich effectively limits
the resolution of the model except for weak flow and non-convective eitgati
Therefore, it is capable of simulating the atmosphere at any resol@ibar than the
physical parameterizations used and quality of the initial condititne only limitations
to this model are the resolution and computing power. Therefore, the MM aased
for resolving localized phenomena, such as deep convection (Dudhia 1993). The MM5,
which is based on a set of equations representing a fully casildeeatmosphere in a
rotating frame of reference, utilizes a staggered Arakawa-B (gridkawa and Lamb
1977) and temperature, pressure perturbations, wind, specific humidity,cantd ahd
rainwater as prognostic variables.

In most of the model runs performed in this study, the physical parameter
schemes used include the simple ice moisture scheme (Dudhia 1993), the iGudliscu
scheme (Grell 1993), the Blackadar planetary boundary layer scheme (Blackadar 1979;
Zhang and Anthes 1982), and the simple atmospheric radiation scheme oQ@#lerum,
however, replaces the simple ice scheme with the Reisner | sqRaisner et al. 1998)
and the Grell cumulus scheme with the Kain-Fritsch scheme (Kain asdhFi993). In
the case of the two-domain runs, which undergo two-way interaction between grids,
similar schemes are used on both the coarse and finer grids. This is a procedure
recommended by Warner et al. (1997). One caveat with regard to using this method is
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that Weisman et al. (1997) demonstrated that the model should be able to resolve
convective processes at this resolution; therefore, a cumulus paiaatete scheme is
not necessary. The specific effects of incorporating a cumulus sctetinis resolution
are unclear. While intuitively, two sources of inducing convection (cumulus
parameterization and the explicit processes due to the fine resolutignyemadt in
enhanced rainfall, they may actually result in destructive interferehceugh
competition of the two sources. As the results of the two runs incorporbh@ng-km
resolution domain will demonstrate later in this chapter, therlatay be true.

A Mercator projection is used for all domains, and°%%.5’ National Center for
Environmental Prediction (NCEP) reanalysis data downloaded from the Nafientdr
for Atmospheric Research (NCAR) provided the ICs. The NCEP reanalysis data used are
part of a global analysis that encompasses over 50 years and incorpora®sckaa
rawinsonde observations, satellite data, aircraft observationamohdurface and oceanic
reports (Kistler et al. 2001). Three of the MM5 runs haveSJayers, and three others
incorporate 54 S layers. These layers are illustrated in Figure 7. In terms of the
horizontal resolution, the control run (Run 1) is resolved at 36-kdhilenother runs are
resolved at 12-km. Two of these 12-km resolution runs incorporate a 4-kiuntias
nested domain.

The dimensions of the control run domain are 76 x 113. A modified versioa of th
control run, which is resolved at a 12-km resolution, is on a 226 x 337 gadothlr
runs each have a 163 x 127 domain, with a 103 x 127 nested domain, when applicable.
The control run and modified version of this run, which are roughly collocatedr
most of the contiguous United States. Specifically, the boundaries of the 12-km
resolution domain are 26.29, 118.83W, 45.82W, and 82.4AW. The boundaries of the
36-km resolution domain are 26°R9 118.82W, 45.97N, and 82.23N. The 163 x 127
domain, bounded by 29.82, 107.00W, 43.08N, and 93.40W, was chosen because it
would capture several geographical regimes, such as the northwestern Qalfregasn
and the Rocky Mountains. It would also capture part of the jet located over titeeidor
Plains. The location of the 103 x 127 nested domain was chosen because this was where
the most active weather took place and is bounded by °34.88.0fW, 37.83N, and

94.48W. A summary of the schemes is presented in Table 1. Hereafter, the label
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provided in Table 1 will refer to the individual model runs. In addition, a diagra
depicting where the domains are located is illustrated in Figure 8.

Six-hour forecasted rainfall totals from 0000 to 0600 UTC 13 June, which is the
period of greatest interest, are presented in Figure 9. For the most pax,tioelsi runs
show a similar pattern, with southern Kansas and northern Oklahoma mgdieibulk
of the precipitation. However, there are subtle differences. Namelyxik or region of
the heaviest rainfall differs in each of the runs and is of a diffsiz@t In Run 1, there is
no discernable axis, although there is a pronounced area of heavy precipitatjon (
greater than 20 mm 6% along and near 88 in eastern Kansas and smaller areas of
nearly similar precipitation amounts immediately to the sosthaad northeast of this
region. In Run 2, the axis is oriented in a more northeast- to-southassdrf, from
approximately 383N, 94.5W to 36.5N, 98.5W. Runs 3 and 4 illustrate a more zonal
pattern, with the axis running roughly along’®7in the former case and 36 in the
latter. The region of heavy rainfall in Run 5 is similar to Run 1hat ft is somewhat
concentrated and not along an axis. However, in this case, it is lonatedh-central
Oklahoma and is smaller in areal coverage. Finally, Run 6 only haslarsgion of
heavy precipitation, situated over northern-central Oklahoméahdrrdst of the rainfall
regime, which is still comparable in overall coverage to other donassthan 20 mm 6
h™ of rain has accumulated during the period.

Using these results, a statistical study comparing the model outphadorations
can be conducted. This particular study, which will be discusséhe next section, will
give a sense of how each of the runs performed in terms of location and overall
magnitude using various skill scores. These skill scoregpncate model output and
observed data in their calculations. Furthermore, a comparison afatatt skill scores
to other operational models will be presented.

2.4 Forecast Verification and Linear Regression
Several statistical measures were calculated for each of the model haise T
include the threat score, equitable threat score, bias, and root mean square error. A linear

regression analysis was also performed. All of these statistical resageire conducted

21



Table 1. Summary of six MM5 runs and their associated specifications.

Run 1(Control) | 2 3 4 5 6
Number of| 1 1 1 1 2 2
Domains

Domain 1| 36-km 12-km 12-km 12-km 12-km 12-km
Resolution &| 76 x 113 226X 337 | 163X 127 | 163%x 127 | 163x 127 | 163X 127
Size 27 layers | 27 layers | 27 layers | 54 layers | 54 layers | 54 layers
Domain 2| N/A N/A N/A N/A 4-km 4-km
Resolution & 103X 127 | 103X 127
Size 54 layers | 54 layers

Center Point | 36.63\ 36.63°N 36.37°N 36.37°N 36.37°N 36.37°N
100.68°W | 100.68°W | 100.2C'W | 100.2CCW | 100.2CCW | 100.20°W

Microphysics| Simpleilce| Simplelcg Simplelce  Simplelige  Simple|ce &eisn

Cumulus Grell Grell Grell Grell Grell Kain-
Scheme Fritsch

Boundary Blackadar Blackadar Blackadar Blackadar Blackadar Blackadlar
Layer

Radiation Simple Simple Simple Simple Simple Simple

Figure 7. lllustration ofS layers used in MM5 runs.
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Figure 8. Diagram showing region covered by Runs 1 and 2 (white area) and Runs 3
through 6 (green area), with nested domains in Runs 5 and 6 (red area).

to get a broad sense of the performance of these runs. One statistical megsiansoma
particular MM5 run, whereas another may produce different results. fotesrat is
important to perform several statistical analyses of the MM5 otpavoid discounting
a particular run if it does not perform well with regard to a singlesstatli measure.

For comparison, NCEP Stage IV (Baldwin and Mitchell 1997) hourly and six-
hourly rainfall composites based on radar estimates were obtained hggatni200
UTC 12 June 2002. This dataset, which is probably one of the most useful available
(Peng and Zou 2002), is available at the JOSS website. The data are on a local 4-km
polar-stereographic grid and are produced by mosaicking precipitation anatyses2f
River Forecast Centers (RFCs) of the Hydrological Prediction Centé2)(KRer 5,000
automated raingage observations per hour over the contiguous United States (Katz 2005,
personal communication) are merged with precipitation estimates derivedHeoNext
Generation Radar (NEXRAD) system, utilizing an algorithm describedulipriet al.
(1998). A plot showing the 6-h accumulated rainfall for the period from 0000 to 0600
UTC 13 June 2002 (Figure 10), which was developed using precipitation data from this
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(@) (b)

(€) (d)

© )
Figure 9. Six-hour forecasted rainfall totals from 0000 to 0600 UTC 13 June 2002 from

(@) Run 1, (b) Run 2, (c) Run 3, (d) Run 4, (e) Run 5, and (f) Run 6. Nestedhddn
(e) and (f) are denoted by the black box. Units in mrit.6 h
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particular source, provides a visual depiction of the actual precipitatioin No formal
guality control measures were performed on the hourly data, since thereyaeefew
sporadic regions of questionable precipitation amounts when mannsgigcted and
compared to satellite and radar imagery during this time interval. Thasagegpresent
a very small component of the data, and any quality control would probalylyshow
slight effects on the statistical results. Furthermore, since an agragthod was
utilized, these data are acceptable in its current state (Davis et al. 2003). This averaging
technique will be described later in the chapter.

Some minor quality control was taken on the six-hourly data. Since the gaps
which represent missing data in the hourly dataset were converted into zelwesix t

hourly datasets, these zeroes needed to be found to avoid incorporating fafsapoeci

Figure 10. Six-hour observed Stage IV precipitation from 0000 to 0600 UTC 13 June
2002. The black box denotes the region bounded by the nested domain. Units in'mm 6 h
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amounts in the statistical study. To do this, the hourly datasgesmodified so that gaps

in the original data now appeared as “missing values”. In other words, all lpasaia
points in the Stage IV grid were contained in each file, whether or net Wexe actual

data. A similar procedure was performed with the six-hourly data, to ensure that both
hourly and six-hourly datasets had the same number of points. Sincenédtburly and
six-hourly sets now were of equal size, a direct comparison could readily be Meade
six-hourly files were developed, in which points where missing data appeared af any
the hourly datasets comprising the 6-h period were eliminated. Any missing watbhes
original six-hourly datasets were eliminated, thus completing this procedure.

For 6-h analysis only, mesonet data were used as an auxiliary dataset for
determining the skill scores of each of theefmsts. The dataset used is an hourly
precipitation composite available from the JOSS website. This composlhiich
originally consisted of 1,730 stations over the IHOP region, containg/hmrecipitation
from a large array of mesonet networks, each of which has an origimgotal
resolution ranging from one minute to an hour. Of these 1,730 locations, 778sstatio
of which are found in the NCEP/Environmental Modeling Center (EMC) dataset,
used in producing the Stage IV precipitation data. This is an excellent soude¢aof
since not only does it contain stations from a large variety of netwarksldo, similar
quality control procedures were performed on the data. The latter feature eliminates
potential problems of processing inconsistencies. A listing of the datees used in this
particular analysis is shown in Table 2. A map of all of the mesoaisirst can be seen
in Figure 11.

To prepare the mesonet dataset for statistical analysis, somealdguality
control measures were taken, in order to eliminate stations that have quéstdata.

The first step was to remove stations marked with various flapggifially, for each 6-h
period, stations that were flagged as “missing”, “unchecked”, “unobserved”, or “no
available” were eliminated. These stations were deleted even if these flaggppeér in

one of the six hours within the period. In addition, stations flagged“quigstionable” or
“unlikely” values were eliminated, unless the data were flagged this way because of
heavy precipitation. In this case, the stations were not removddavigty. The next step

was to compare the remaining data with the Stage IV precipitation data by mapping the
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Table 2. List of sources of data used in mesonet analysis.

No. of remp.
Source of Data Stations Reso_lutlon
(min)

Atmospheric Boundary Layer Experiments 5 1
Atmospheric Radiation Measurement 14 1
Automated Weather Observing System (stations not sent on, 20
National Weather Service circuit)
Colorado Agricultural Meteorological Network 23 60
High Plains Climate Network 64 60
Homestead Integrated Sounding System 1 1
Integrated Surface Flux Facility 9 5
KVII Schoolnet 4 60
Missouri Commercial Agricultural Weather Station Network 15 60
Nat’l Ctr. for Environmental Prediction/Env. Modeling Ctr. 773 60
National Climate Data Center Coop 402 15
Natural Resource Conservation Center 3 60
New Mexico State University 5 60
North Plains Potential Evapotranspiration 15 60
Oklahoma Mesonet 115 5
Profiler Network 9 60
Southwest Kansas Mesonet 8 15
Unidata Local Data Manager (LDM) World Meteorological
Org. 183 60
US Dept. of Agriculture Agricultural Research Service 39 5
Micronet
West Texas Mesonet 31 5

Figure 11. Locations of potential one-minute mesonet composite sitesnustadistical

analysis.
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data onto the 226 x 337 12-km resolution domain (from Run 2) and averaging all
mesonet stations that fall within each four-point grid square €élpiconly one station
per square). The Stage IV data are assumed accurate or at least reasonablytieose to
“true” rainfall amounts, so they formed a basis for compariny e mesonet data. If

the following two criteria were valid:

2 (2)

‘PMesonet S I:)Stagelv

and

‘F)MesonetS I:)S'[agelv ‘

05, (3

PStang
where Puesonetrepresented the average mesonet precipitation amount (mm), Grid
Pstage ivrepresented the Stage IV precipitation amount (mmY6ah a particular grid
square, then the station or stations in the square were removed. Theseldbra®re
empirically chosen to account for low-precipitation regimes wheiesraould be high,
even if the magnitude of the difference is small, and to provide seawayefor heavy
precipitation regimes, in which appreciable differences in precipitatioounts could be
separated by just a few kilometers. If the grid square had miSsage IV data, the
mesonet station(s) did not undergo quality control. After this final tguabntrol
measure, the data within each 6-h period of the remaining stations were addeer toget
and included in the statistical analysis. The numbers of stationsrusagh 6-h period
can be found in Table 3.

2.4.1 Threat Score

The threat score (TS) can be calculated using the formula:

Table 3. Breakdown of numbers of stations used in each 6-h period of analysis.

Period No of Stations
1200-1800 UTC 6/12/02 1533
1800-0000 UTC 6/12-6/13/02 1441
0000-0600 UTC 6/13/02 1326
0600-1200 UTC 6/13/02 1257
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a

TS= ,
a+b+c

(4)

wherea represents the number of grid squares in which precipitation exceeding a certai
threshold is forecasted and observed at or above a certain thrdshefresents the
number of grid squares in which precipitation is forecasted bugbs®rved at or above a
certain threshold, and represents the number of grid squares in which precipitation is
observed but not forecasted at or above a certain threshold (Wilks 1995). A tschema
diagram illustrating these parameters is illustrated in Figure 12. Figehthid values

were utilized for calculating the TS in this study. These values are 0.254 Ginir(P6

h?, 2.54 mm (0.10 in) 6'h 6.35 mm (0.25 in) 6'h 12.7 mm (0.50 in) 6°h and 25.4

mm (1.00 in) 6 K. These thresholds, which are the same as those used by the HPC, were

used for other forecast verification statistical measures discurst@d chapter, as well.

Figure 12. A schematic diagram denoting parameters used in the skill scores.

29



In evaluating the TS for each run, observation and forecast values needed to b
determined for each grid square on the associated model grid. For each grid square, the
forecasted values were simply representing the model output at each gridDpsiertved
values representing each grid square were obtained by mapping the ohseiwatitothe
model grid. Observations located within a 36-, 12- or 4-km resolution grid square
centered at each grid point, depending on the domain resolution, were averaged, and the
resultant value represented the observed value for the grid squasendthiodology is
similar to those of other studies (e.g. Chien and Jou 2004).

Threat scores, along with other skill score measures, were analyzed rither o
163 x 127 12-km resolution grid (36- and 12-km resolution domains, for conyisier
on the 103 x 127 4-km resolution grid (4-km resolution domains). For theotant and
modified version of this run, the threat score was only calculated oneher@uighly
bounded by the 163 x 127 12-km resolution grid. The TSs for the control run, which
incorporates a 36-km resolution domain, were calculated by simply checking eadh mode
output value with the observation value at the corresponding @uare. In calculating
the TS for the 12-km resolution domains, to be consistent with theotaun, the
particular square being evaluated, and the eight surrounding squares were averaged. Thi
resulted in a larger square with a 36-km resolution (Figure 13). This procedurl, whic
was performed for both forecasted and observed precipitation, is simitays® used in
other studies (e.g. Gallus 2002) and is consistent with simply using a 36éhution
domain. Since the analyzed domain is different, so there is no need to seobns
terms of the resolution, the TSs of the 4-km resolution domains werdatad using the
same method as the control run’s domain.

Results for the 12 to 18 h period (0000 to 0600 UTC 13 June 2002) can be found
in Table 4a. This period was analyzed in particular because this 6-h period is when the
strongest convection over the area of interest took place. When Stage IV data wer
compared with model output, it was determined that at the lowesthtesholds, Run 2
exhibits the best skill. At the next two thresholds, the maxirskithwas found to be in
Run 4. At the greatest threshold, Run 5 has the highest valuemiastant to note that
at the smallest two thresholds, the scores are roughly uniforey. &k not as consistent,
however, at the greatest three thresholds. Runs 1, 2, and 6 tend to exhibitsthekilor
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at these particular values. An average rank of the six runs, which mavidense of
which run performs the best, was taken by simply averaging the ranks of tlecskeals

at each threshold. A low average rank would represent a skillful forecast. Theeaverag
skill score for each run was also calculated, which is a simple average of tloé fth8s

five thresholds. It was determined that overall, Run 4 has the greatkssisk# it has

the lowest average rank and the highest average TS.

Another analysis, which focuses on the 4-km resolution domainsyportant
since the most appreciable precipitation fell within the region bounded ydmain.
Table 4b compares the two 4-km resolution domains from Runs 5 and 6. Asnadntio
previously, Run 5 and Run 6 are similar, except that Run 5 uses the Grell cumulus
scheme and simple ice microphysics, whereas Run 6 uses the Kain-Fritscluscumul
scheme and Reisner | microphysics. Based on the table, it is clear that Runrfoongpe
Run 6. At all thresholds in the analysis, Run 5’s TSs are greater than Rumfé&, as

Figure 13. A schematic diagram of mapping 12-km squares to a 36-km resolution.
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Table 4. Six-hour threat scores from 0000 to 0600 UTC 13 June 2002 for (a) 36- and 12-
km resolution domains and (b) 4-km resolution domains; (c) hourgatlscores from

2100 UTC to 0500 UTC 13 June 2002 with average ranks. Shaded values represent the
more/most skillful run in its respective category.

Run 1 2 3 4 5 6

0.254 mm 6 h 0.444 |0.480 |0.440 [0.466 |[0.446 |0.453

2.54 mm6 i 0.363 |0.395 |[0.372 [0.372 [0.364 |0.357
0 [6.35mm 6 K 0.272 |0.308 [0.353 [0.365 [0.303 |0.230
% 12.7 mm 6 i 0.160 |0.229 [0.295 [0.346 [0.300 |0.141
= 25.4 mm 6 i 0.049 [0.147 |0.214 [0.233 |0.239 |[0.082

Average TS 0.257 |0.312 [0.335 [0.356 [0.330 |0.253

Average Rank 5.2 2.6 3.2 1.8 3.0 5.2

0.254 mm 6 h 0.428 |0.445 [0.432 [0.409 [0.430 |0.437

2.54 mm6 i 0.326 |0.344 [0.372 [0.344 [0.353 |0.323
= 6.35 mm 6 i 0.261 |0.316 [0.366 [0.365 [0.313 |0.230
¢ [12.7mm6 i 0.161 |0.270 [0.333 [0.413 [0.350 |0.127
2 [25.4mm6H 0.089 |0.110 |[0.205 [0.299 |[0.273 |0.082
™ | Average TS 0.253 |0.297 [0.342 [0.366 [0.344 | 0.240

Average Rank 5.0 3.0 2.2 2.6 2.8 5.2
()

Run 5 6

0.254 mm 61 |0.85¢(0.802
W [254mm6HK |0.60f]0.566
c;é; 6.35mm6 B | 0.44(| 0.333
= [12.7 mm6H |0.37¢{0.155

25.4mm6h |0.257]0.104

0.254mm6h [0.752(0.669
< [2.54 mm6H |0.65:[0.518
¢ [6.35mm6H |0.52i]0.376
2 [127mm6 R |0.414]0.094
~ [25.4mm6H |[0.342]0.029
(b)

Hour 21-22| 22-23 23-00 00-0L 01-02 02-p3 03{04 0405
- | 0.254 mmHK |0.049 | 0.201 | 0.299 | 0.440 | 0.532 | 0.521 | 0.511 | 0.387
S [254mmHA [0.019 | 0.041 { 0.188 | 0.184 | 0.253 [ 0.258 | 0.232 | 0.140
o [6.35mmHA [0.000 |0.000 [0.112 | 0.068 | 0.152 [ 0.119 | 0.159 | 0.052
- |0.254 mmHK |0.047 [ 0.131 | 0.156 | 0.329 | 0.380 | 0.349 | 0.299 | 0.201
S [254mmHA [0.025|0.074 [ 0.052 | 0.126 { 0.153 | 0.186 | 0.040 | 0.032
© [6.35mmHA [0.051|0.047 { 0.032 | 0.006 | 0.035 [ 0.088 | 0.009 | 0.000
(c)
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the threshold increases, the difference between the TSs of the twoncuesses. It
should be noted that these particular TSs are much higher than their Eadiotion
domain counterparts are. The reason should be quite evident when obseguiras Bi
and 10, since most of the runs produce appreciable rainfall over the vast nudjoinisy
region and precipitation was observed over most of this region as heeite,a is
relatively high.

An analysis comparing the mesonet precipitation data with the MM5 owgmsit
also performed. These results, which are also in Table 4a-b, demonstrate ttieat a
lowest threshold, Run 2 has the greatest skill. At the next tvesltblds, Run 3 has the
highest TS. At the greatest two thresholds, Run 4 performs theQhasall, Run 4 has
the highest average TS and Run 3 has the lowest average rank. In addition, when the two
4-km resolution domains are compared, it is obvious that once again, Rtpebfauns
Run 6, since its TS values are much higher.

Next, a comparison of the 36- and 12- km Stage IV-MM5 results was made with
data from other models. Six-hour TSs for June 2002 were available from tGe HP

National Precipitation Verification Unit website fattp://www.hpc.ncep.noaa.gov/npvu

These TSs were calculated over the 163 x 127 MM5 domain from the precipitation
output of various operational models, including the NGM (output mappea @0km
resolution), the ETA (32 km mapping), and the aviation model [AVN; Kaisanii989);
1° x 1°mapping] for the period between 1200 UTC 12 June and 1200 UTC 13 June 2002.
Additional ETA output at another resolution (80 km mapping) fas temporal period
was available off-line. Further information about each of tlieseains can be found in
Table 5.

The results of this analysis from 0000 to 0600 UTC 13 June can be seen in Figure
14. 1t should be noted that in this figure, composites of the 4- and 12-kmti@sdM5
runs were taken by averaging TSs for all appropriate runs during the period. Esam th
results, it can be discerned that the MM5 generally outperforms the othetsmode
especially at higher thresholds. The precipitation output of the MMfseister than the
other models, probably due to its higher resolution. Therefore, thisliyagtiglains the
better skill of the MM5 at higher thresholds. It should be readjihewever, that the 4-km
resolution MM5 domain is situated over a different, much smatiea than the other
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Table 5. Description of comparative models used in statistical analyses.

Model Grid Projection Main Dimensions | Resolution
Number Coverage of Output
Region
ETA (80 km) | 211 Lambert CONUS 93 x 65 80 km at
conformal 35°N
ETA (32 km) | 221 Lambert North 349 x 277 32 km at
conformal | America 40°N
AVN 003 Mercator W. 191 x 91 Px1°
Hemisphere
NGM 104 Polar Northern 147 x 110 90.75664
stereographi¢ Hemisphere km at 66N
0.9
0.8
0.7
o NGM
0.6 1 @ ETA (80 km)
S 05 OETA (32 km)
Enf O AVN
E 04 | B MMS5 (36 km)
. 0O MM5 (12 km)
® MMS5 (4 km)
0.2 A
0.1 7 H ﬂ
O T T T T

0.254 mm/6 hr ~ 2.54 mm/6 hr 6.35 mm/6 hr 12.7 mm/6 hr 25.4 mm/6 hr
Threshold

Figure 14. Threat score analysis comparing NGM, ETA (80 km), ETA (32 km), and
AVN forecasts to MM5 4- (composite), 12- (composite), and 36- km resolutias for
period of 0000 UTC to 0600 UTC 13 June 2002.
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domains, and its rainfall intensities are greater, on average. Thisndbesake this
domain as consistent as the others, which are all at least roughly collocated.

Another analysis of the 4-km resolution domains was performed, using hourly
forecasted and observed rainfall totals during the intensive forecast period (2CO0RUT
June to 0500 UTC 13 June). This will give a sense on how these domains are performing
on an hour-by-hour basis. For these particular analyses, the MMbitougs only
compared to the Stage IV precipitation data. Table 4c indicates that, except for the
thresholds of 2.54 mmand 6.35 mm fbetween 2100 and 2300 UTC 12 June, Run 5
performs better at all times and thresholds.

2.4.2 Equitable Threat Score

The parameters used in the equitable threat score (ETS) are the same as¢he simpl
TS, with an additional termd, which represents the number of grid squares in which
precipitation is neither forecasted nor observed at or above the prgvioastioned
thresholds. The formula to calculate the ETS (Schaefer 1990) is slighdlified from
that of the simple TS:

aSE
ETS:—V, 5
a+b+cSE ©®)
where
E:(a+b)><(a+c). ()

atb+c+d

This statistical index removes the expected number of “hits” because of chande, whi
will therefore result in a more realistic measure of the forecastiiig ski

The results are somewhat similar to those of the simple TS, whiekpected
given the somewhat similar formulation. In the Stage IV-MM5 amalf/Bable 6a), Runs
2 and 4 have the highest skill at two of the five thresholds each (RuntGehhest skill
at the other threshold), with Run 4 having the lowest average rank and highest average
ETS. In the mesonet-MM5 analysis, Runs 3 and 4 perform the best at talwitiseeach,
and Run 2 shows the greatest skill at the other threshold. Moyé&awe 4 has the highest
average ETS, and Run 5 has the lowest average rank. It should be noted thn like t

simple TS, the results are uniform at the lowest two thresholdsy®lgss so at the
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Table 6. Similar to Table 4, except for equitable threat score.

Run 1 2 3 4 5 6

0.254 mm 6 h 0.329 [0.356 [0.321 [0.346 [0.337 | 0.330

2.54 mm6 hi 0.291 [0.319 [0.304 | 0.305 | 0.304| 0.293
» [6.35mm 6 K 0.223 [0.257 [0.311 [0.325 [0.270 | 0.195
L;é; 12.7 mm 6 i 0.134 [0.199 [0.271 [0.323 [0.285 | 0.132
= 25.4 mm 6 i 0.039 [0.136 [0.205 [0.224 [0.234 |0.080

Average ETS 0.203| 0.253] 0.2840.305 [0.286 | 0.206

Average Rank 5.4 2.8 3.6 |16 2.4 5.2

0.254 mm 6 h 0.279 [0.287 [0.278 | 0.242 [ 0.279| 0.285

2.54 mm 6 i 0.221 [0.234 [0.274 |0.243 | 0.258 | 0.231
= 6.35 mm 6 i 0.188 [0.236 [0.301 [0.300 [0.254 | 0.176
9 [127mm6H 0.117 [0.215 [0.288 [0.370 [0.321 | 0.112
2 |25.4mm6H 0.068 [0.085 [0.186 [0.280 |0.260 |0.077
~ | Average ETS 0.175| 0.211/0.265 [0.287 [0.274 |0.176

Average Rank 5.0 34 |26 2.6 2.4 4.8
()

Run 5 6

0.254 mm61h [0.162]0.134
W [(254mm6HK |0.11¢|0.026
& [6.35mm6 A | 0.121] 0.061
= [12.7 mm6H |[0.197{ 0.084

254mm6H |0.182(0.078

0.254mm6Hh |0.31¢]0.144
< | 254 mm6H |0.342(0.166
¢ [6.35mm6H |0.261]0.172
2 [127mm6 R |0.251]0.044
~ [25.4mm6H [0.262]0.011
(b)

Hour 21-22| 22-23| 23-00 00-0L 01-02 02-03 03404 04
o [0.254 mm i [0.023 | 0.106 | 0.152 | 0.254 | 0.303 | 0.221 | 0.174 | 0.058
S [254mmHK 0.009 [ 0.012 [ 0.136 | 0.119 [ 0.158 | 0.143 | 0.111 | 0.021
v [6.35mm A -0.00z | -0.012 [ 0.086 | 0.040 | 0.113 | 0.076 | 0.107 | 0.008
o [0.254 mm K [0.021 [0.031 | -0.007] 0.119 | 0.112 | 0.061 | 0.044 | 0.007
S [254mmHK 0.014 [ 0.031 | -0.037|0.036 | 0.050 | 0.098 | -0.02¢ | -0.022
o [6.35mm A 0.046 | 0.026 | 0.000 | -0.02C | 0.014 | 0.075 | 0.001 | -0.00<

~
()
N
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highest three thresholds, with Runs 1, 2, and 6 once again showing salbgtass skill

in comparison with the other runs. Comparing the two 4-km resoldtoomains, again,
Run 5's skill is clearly better than that of Run 6. As Table 6b summarizes| at al
thresholds in both the Stage IV and mesonet data comparisons, Rumgyiedias skill.
Furthermore, like the simple TS, the difference of the ETS betWers 5 and 6
increases as the threshold increases in magnitude.

Again, the Stage IV-MM5 results were compared with other models (Figure 15).
Like the simple TSs, the 36- and 12-km resolution MM5 domains clearlgrpeietter
than the other models in the suite, for the most part. On the ggradcanposite ETSs of
the 4-km resolution domains are ranked among the worst performing models except at
the highest two thresholds, which is in sharp contrast toethdts of the simple TS. The
main reason is that a relatively small valuedah (6) contributed to the results, since
observed or forecasted precipitation occurred over the vast majotine o€gion. As a
result, the ETS was substantially reduced.

When an hour-by-hour analysis during the intensive period was performed on the
4-km resolution domains, it became apparent that Run 5 has higheTaki#. 6¢, which
exhibits these results, shows that this run once again outperform8 &uall times and
thresholds, except for the 2100 to 2300 UTC 12 June period at the thresholds of 2.54 mm
h'and 6.35 mm h It must be considered again, however, that since a large portion of
the 4-km resolution domain is covered by either forecasted or obserwéallrdahese

ETSs were greatly reduced.

2.4.3 Bias

The bias (B) uses the same parameters as the threat score and equitable threat
score, with similar methods of obtaining them. The calculatiothisfindex is (Wilks
1995):

_a+b
a+c’

B (7)

This index simply provides a ratio of the number of forecasted grides|tmthe number
of observed grid squares that meet the thresholds that were previstesdy A value
over unity means that the model is spatially overforecasting, ande wadler unity
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0.4

0.35 -

0.3 4

B NGM

0.25 1 @ ETA (80 km)

DETA (32 km)

T AVN

0.15 1 @ MMS (36 km)
014 O MM5 (12 km)

® MM5 (4 km)
0.05 1
0 ‘ ‘

-0.05

0.2 4

Eq Threat Score

0.254 mm/6 hr 2.54 mm/6 hr 6.35 mm/6 hr 12.7 mm/6 hr 25.4 mm/6 hr
Threshold

Figure 15. Similar to Figure 14, except for equitable threat score.

means that it is spatially underforecasting. This does not necesdastyibe the
performance of the model in terms of rainfall magnitudes, but itigee\a good measure
of coverage.

Comparing the NCEP Stage IV data to the 36- and 12-km resolution domains
(Table 7a), Run 3 appears to be the most skillful forecast. At four of the feshtids,
Run 3 outperforms the other model runs (Run 1 has the greatest skik ather
threshold). Run 3 also has the smallest average rank. Average bias calculationst were n
performed by simply taking a straight average, because it would not beuadf m
significance. A run that strongly overforecasts rainfall ate othreshold and
underforecasts rainfall at another may result in an average close to uniherfore,
the overall skill relative to the value of the bias is hyperbotic.xample, a bias of 1.25,

or a value of 0.25 greater than unity, has similar skill as a bi:aé—Sqfor 0.8, which

represents a value of 0.2 less than unity.
To remedy this problem, the average bias (called the effective bias) was

calculated by first normalizing the biases by their natural logasithm

B" =In(B), (8)
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whereB;is the bias of thé"threshold (or forecast) arﬂN is the normalized bias of the
i" threshold (forecast). If anB; is zero, therin(B, )s assigned a value of -6.908, or
In(0.001); otherwise, averaging cannot be done. Then, to determine the efteat®

the exponential of the average of the absolute value Kf Bﬂ' values was taken:

(9)

The closerB is to unity, the more skillful the forecast is. To determine whether

average spatially overforecasts or underforecasts, (9) may be used, except that the

absolute value function is removed from the taj?ln. In this case, a value over unity

represents a composite overforecast, whereas a value under unity representssaecompo
underforecast; as a result, this version of an effective bias cambeethsimilar to a
standard bias.

In the current study, Run 3 has the best effective bias. In addition, Runs 1 through
4 tend to overforecast precipitation on average, and Runs 5 and 6 tend to underforecast
The latter feature is a result of the fact that the biases of Run 5 and, inlggriun 6,
diverge at higher thresholds and are much smaller than those ohénerwts are. This
characteristic is primarily due to the smaller precipitation outputiédiyaand intensity-
related) associated with these particular runs, as Figure 9 illustratestigtass, Run 5
still outperforms Run 6 by a large margin, which can also be observed wimnparaaog
the 4-km resolution domains (Table 7b). In this table, Run 5 outpesfBun 6 at four of
the five thresholds.

A comparison with mesonet data shows somewhat different resliftisugh
some are similar. In the 12-km analysis, Run 1 has the greatest skill dtrésbaids,
with Runs 3, 5, and 6 showing the greatest skill at one threshold each. In adhlitios,
case, Run 3 has the smallest average rank and the best effective bias. Once again, on
average, Run 6 has much lower skill than all other runs at the highenaddiesThis
result is also evident with respect to the 4-km resolution d@ne which Run 5 always
outperforms Run 6.
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Table 7. Similar to Table 4, except for bias. Effective biases and flags tindien
overall overforecast or underforecast are displayed.

Run 1 2 3 4 5 6
0.254mm6H [ 0.941 [1.162 | 1.017 | 1.093 | 0.886 | 1.115
254mm6H |[1.066 |1.281 [0.996 | 0.958 | 0.797 | 0.882
v | 6:35mm6 K |[1.167 [1.371 [1.004 | 0.935 | 0.647 | 0.669
g 12.7mm6nr [1.017 |1.513 |1.108 | 1.068 | 0.472 | 0.248
® [254mm6 K |1.529 [1.862 [1.397 |1.467 |[0.479 | 0.127
< [Average Rank [2.4 |48 1.4 |22 |52 |[5.0
Avg Eff. Bias |1.127 | 1.419 | 1.097 | 1.138 | 1.575 | 2.268
Under/overfcst| Over | Over | Over | Over [ Under | Under
0.254mm6Hh [ 1.568 | 1.780 [ 1.651 | 1.862 | 1.571 | 1.590
254mm6H |[1.598 [1.982 |1.575 | 1.622 |1.422 | 1.269
= 6.35mm6H |[1.486 |1.810 |1.277 |1.293 | 0.976 | 0.766
@ |12.7mm6 i |21.020 | 1.532 [ 1.036 | 1.065 | 0.515 | 0.194
S [25.4mm6h [1.130 |[1.557 [0.932 |1.097 [ 0.488 | 0.145
® | Average Rank | 2.8 5.0 2.4 3.8 3.0 4.0
Avg Eff. Bias |1.338 | 1.724 | 1.298 | 1.355 | 1.556 | 2.479
Under/overfcst| Over | Over | Over | Over | Under| Under
(@)
Run 5 6
0.254 mm6Hh |1.015]0.932
% 2.54 mm/6 h 0.882 [ 0.935
Q 6.35 mm/6 h 0.73:] 0.573
Z 12.7 mm/6 h 0.58¢ | 0.573
25.4 mm/6 h 0.532]0.181
0.254 mm/6 h 1.147(1.176
% 2.54 mm/6 h 1.02<( 0.965
% 16.35mm/6 h 0.89: [ 0.560
a |12.7 mm/6 h 0.597] 0.129
~ [254mm/i6h [0.59:]0.094
(b)
Hour 21-22 | 22-23| 23-00 00-01 01-0p 02-03 03-p4 04105
T 0.254 mm bk | 13.967|4.203 [ 2.555 | 1.894 | 1.369 | 1.247 [1.072 | 1.150
S [254mmHA [4.881 [1.527 |0.948 | 1.038 | 1.020 [ 0.956 | 0.883 [ 0.618
o [6.35mmA [0.711 |0.683 | 0.559 | 0.514 | 0.590 | 0.385 |0.527 | 0.409
- [ 0.254 mm i |16.767]4.890 |3.098 |2.119 |1.438 [ 0.987 |0.650 | 0.530
S |254mmA [26.21<|6.508 |2.935 [ 2.080 |1.111 [ 0.606 |0.375 | 0.236
o [6.35 mm A 16.31¢ | 2.495 [ 0.731 | 0.453 | 0.239 | 0.095 | 0.051 | 0.025

~
()
N
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It should be noted that the bias values in the Stage IV analysis areg fmoth
part, much less than those of the mesonet analysis. The maon reaghat the
precipitation amounts in the mesonet data tend to be of highgnitonde than the
amounts in the Stage IV data. Table 8, which exhibits these results, wasicieasby
analyzing the associated precipitation data after mapping them onto the 163 x 127 grid
and averaging them in each grid square.

The average rainfall in the 12 to 18 h period in the mesonet observatios H2d
mm greater than that of the Stage IV observation grid. Furthernfereatios of grid
points in which the mesonet or Stage IV data exceed a certain threshold i adligts
where observations were available are greater in the mesonet field at abldhnedues
used in the study. This may be partially due to the coverage of the IHOP regipared
to that of the entire domain. The IHOP region, which is smaller, exsladsection
covered by the domain where precipitation amounts are light, if pre@pitiatfalling at
all.

A comparison of the Stage IV-MM5 data results to other models in thalbeail

suite (Figure 16) was performed by using the alternate version of (9) for the sitempo
“averages”, that is, with no absolute value function inBhterm. In most instances, the

biases are somewhat similar at the lower thresholds and are relaivedyto unity.
However, at higher thresholds, the non-MM5 models tend to suladitaninderforecast
precipitation. The 36-km and particularly, the 12-km resolution MM5 domains te
maintain a bias near unity and therefore, show the most skill.

The hour-by-hour analysis of the intensive period (Table 7c¢) reveals thatsat m
threshold values, Run 5 performs better than Run 6. That is, the bias asdugoser to
unity in this case. It should be noted that the considerably himases in the early part
of this period occur because the actual event is just starting at thisilpartime. This
would result in large biases since the forecasted coverage of rainfall wasgneater
than the observed coverage during these times. At the later periods, tia act
precipitation field is exiting the domain, while substantial rain ils mtedicted, hence,

the relatively smaller biases.
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Table 8. Analysis of Stage IV and mesonet observation grids.

StagdV Mesonet
Average Precip. Amount (mm 6'h | 1.850 3.048
Pct of grid points* 0.254 mm 6 H | 20.6 22.6
Pct of grid pointse 2.54 mm 6 H 12.8 15.4
Pct of grid pointse 6.35 mm 6 H 8.3 12.1
Pct of grid pointse 12.7 mm 6 H 5.1 9.2
Pct of grid pointse 25.4 mm 6 H 1.9 4.3

1.8

1.6

1.4

124

Bias

0.6 -

0.4 -

0.2 A

0 T T

0.8 A w

0.254 mm/6 hr 2.54 mm/6 hr  6.35 mm/6 hr
Threshold (in)

12.7 mm/6 hr  25.4 mm/6 hr

@ NGM
@ ETA (80 km)
OETA (32 km)
O AVN

@ MM5 (36 km)
O MM5 (12 km)
m MM5 (4 km)

Figure 16. Similar to Figure 14, except for effective bias (alternate formula).
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2.4.4 Root Mean Square Error

The method of calculating the RMSE utilizes the following forng\alks 1995):

1 M N . 2
RMSE=\/W i::l ,-::1 (P (., )) SR, ])) (10)

whereM andN represent the numbers of grid squares along latitudinal andudimgit
lines, Pu(i, j) represents the model output at grid squarp, andPq(i, j) represents the
observation at grid squafg j). In this case, no conversions to a 36-km resolution were
performed on the 12-km resolution domains. Unlike the other measures, whicareomp
forecasted and observed precipitation at a particular location, the squares ®faegror
averaged over the entire domain, so spatial considerations are not as vital.

In both the Stage IV-MM5 and mesonet-MM5 comparisons, the smallest RMSE
during the 12 to 18 h period (Table 9a) is extracted from the output of Run 5. iBlgposs
explanation for lower RMSEs in this particular run is thas tlun does not yield as
sizable of a regime of heavy precipitation as the other runs. The resulsraog the
RMSEs of the two 4-km resolution domains (Table 9b), which are of similar médgsijt
also demonstrate that Run 5 has a slightly lower RMSE in both analyses.

Comparing the results to other models, the MM5 runs tend to Aeyer RMSES
(Figure 17). The greater output produced by the MM5 domains relative to othdsnisode
a major reason for this. It is worth mentioning that the largeresgalith regard to the 4-
km resolution domains result from relatively high rainfall rabesurring in a large
fraction of the domain during this temporal period. This, in turnjldvoesult in much
greater RMSEs than if they were calculated over a larger domain, such as th&2I63 x
12-km resolution grid. In this domain, the areal fraction of headeumulated rainfall is
smaller.

The 4-km resolution domain hour-by-hour results of the intensiviecpéfable
9c) show that except for the 0200 to 0300 UTC and 0400 to 0500 UTC 13 June periods,
Run 5 has lower RMSEs. In some cases, the differences are quite large.ldt shou
understood that the relatively low RMSEs, in comparison to previcustseover this
domain, are a result of these values being calculated over a 1-h per@&dtihatha 6-h
period.
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Table 9. Similar to Table 4, except for root mean square error. Values in Mm 6 h

Run 1 2 3 4 5 6
StagdV 8.22 7.54 7.03 6.64 | 5.36 |5.70
Mesonet 11.81| 11.51 10.0¢{9.54 |7.94 |8.91
(a)

Run 5 6

Stage IV 14.81 | 15.90

Mesonet 13.24 | 15.54

(b)

Hour 21-22 | 22-23| 23-00 00-01 01-02 02-03 03-04 04:05

Run5 |2.00 [461 |6.63 |6.26 |7.50 |7.23 |6.25 |6.05

Run6 | 3.18 5.14 7.66 6.97 7.63/7.09 |6.78 |5.29

(€)

[
o

147 @ NGM
12 @ ETA (80 km)
© O ETA (32 km)
E 10 1 o AVN
= 8 @ MM5 (36 km)
0 O MMS (12 km)
= 6
% m MM5 (4 km)

Figure 17. Similar to Figure 14, except for root mean square error. Units are rifm 6 hr
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2.4.5 Linear Regression

Linear regression can be very useful in statistical analysis e¢dsts. The main
reason is that it gives another measure of the bias. That is, if the §ldgeregression
line is substantially different from unity, there is clearly a low cati@h in either the
model output or the observation data. The objective of linear signess to find a
straight line

y=a+bx, (11)
which minimizes the squared vertical distances between the equation and thEhdata.
valuey represents the model value obtained along the linear regression lineah g gi
is the y-intercept of the equation, amds the slope of the equation. The coefficients may

be found as follows:

= , (12)

and
a=yShx. (13)

The valuex; (i) represents the observation (model output) at gaxliy) represents the
mean value ox (y) over the analyzed set of points, ancepresents the number of points
that are being analyzed over the domain.

Similarly, coefficient of determination, d¥, values extracted from this analysis
will demonstrate how much the variation of the model output can Haimeg by the
regression. Thed®values can be calculated by the following (Wilks 1995):

R? = SSRzléSSE’ (14)
SST SST
whereSSE or the sum of squared errors, is defined as:
sSe= e =1 (y $9(x)), (15)
i=1 i=1

SST or the total sum of squares, is defined as:
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ssT= 1 (y Sy)?= 1 y?8ny’, (16)

i=1 i=1
andSSRor the regression sum of squares, is defined as:

SSR=SSTSSSE (17)
It is worthy of noting that since this is a linear regression analfssi? values are
exactly equal to the square of the Pearson correlation coefficient.

These lines were plotted using model and Stage IV observation valuesitealcul
previously. The observation set represents the predictor field, and the forecast set
represents the predictand field. For each linear regression plot, grid ipoivitgch both
the forecasted and observed values exceed 0.254 niimvéhith represents the smallest
skill score threshold, were incorporated. This threshold was used so that, zenaxh
make up the vast majority of the values and which would therefore apply conEderab
leverageonthe plots,would be eliminated.

Table 10 displays the results of the linear regression analysisefdi2tto 18 h
period. It can be seen from the linear regression equations that among the 36kand 12-
resolution domains (Table 10a), both Runs 4 and 5 tend to be closest tdoaoore-
relationship and thus have the greatest correlation. While the slope of Raloder to

Table 10. Linear regression equations &idalues from 0000 to 0600 UTC 13 June
2002 for (a) 36- and 12-km resolution domains and (b) 4-km resolution domains.

Run Linear Regression Eqn R
1 Model = 0.0293 Obs + 14.143 0.000
2 Model = 0.2897 Obs + 10.942 0.059
3 Model = 0.3544 Obs + 8.4555 0.077
4 Model = 0.5052 Obs + 6.7178 0.152
5 Model = 0.4012 Obs + 3.7296 0.199
6 Model = 0.1479 Obs + 4.4542 0.069
e
Run Linear Regression Eqn R
5 Model = 0.4326 Obs + 4.9041 0.171
6 Model = 0.1509 Obs + 5.0877 0.062
0)
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unity, the y-intercept of Run 5 is smaller. Furthermore Rhealue in Run 5 is greater,
which indicates a greater fit in the regression. Also, between the two 4-kmtiesol
domains (Table 10b), Run 5 exhibits a better relationship. The liagegssion equation
andR? demonstrate more of a one-to-one correspondence in this case, as well.

It should be noted, however, these statistical measures do not appear liéube ski
With regard to the linear regression analysis, even the best performiing gression
set substantially deviates from a one-to-one relationship. MeretheR? values are also
not very skillful. For example, among the 36- and 12-km resolution domaimsh'Ru
coefficient of determination, which was deemed the best, can only explain 44th& of
variance of the regression.

To demonstrate the statistical results, Fatest was performed on the Run 5
results for the 12-km resolution domain. For linear regressioif;tast can be performed
by way of the following calculation:

c-MSR_ SSR _  SSR 18
MSE (SSHdf) (SSH(nS2)) ' (18)

where theMSR and MSE are the mean-squared regression and mean-squared error,
respectively, andlf is the number of degrees of freedom, which in this case is two less
than the number of observation-model pairs. For this rurf4faio is 570.07. Since the
critical value is 1.11 at the 1% significance level, it can be concluggdite model and
observations are dissimilar to a significance level much lessl#tai\ one-samplétest
was also performed on the regression equation, which utilize$-rdt®, or (Wilks
1995):

‘o XSp, _ b |

Var(x)]"2 ~ [var(x)]“2

Here, the null hypothesis of the test is designated to be that the regidepie is zero.

(19)

The “hat” on theVar term represents the sample estimate of the variance of the sample
mean of observations(). Thet-ratio for this case was 13.08, which is much greater than
the critical value of 2.58 at a 1% significance level in a two-tailed Téss clearly shows

that the slope of the regression equation is likely not zero. This dénaums that despite
relatively poor statistics, the regression cannot be completelyisdistn as being

meaningless.
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The linear regression plots of the two domains of Run 5 are shown ire Hi§ur
These are useful to look at because they give a spatial sense of the performaace of th
model output in comparison with the observations. FurthermoreWills (1995)
discusses, it may be dangerous simply to accept statistical calns)atince they may be
misleading and may not explain the actual behavior. It is clear from the ipddtevien
though Run 5 performs relatively well to other runs, there is a kaege amount of
spread between the model output and observations, which any regression wtould n
capture well. Therefore, even with this run, linear regression does notskeate much
skill; thus, much work needs to be performed before a more realsar Isignal can be
attained.

An interesting feature of these plots worth noting is that there ige@ dduster of
points with forecasted values above 35 mmi‘6bhtween the observation values of 15
mm 6 Ktand 40 mm 6 f, with few to the right of this value and none to the left. This
feature is not as common in the other runs. This may indicate thatyahigh forecast
values, say, above 35 mm 8, lihere is much less of a RMSE than in other runs. To test
this hypothesis, RMSEs were calculated only for model values greater tinam 85",
which are shown in Table 11. It can be readily seen that when comparing 36- and 12-km
resolution domains, Run 5 does indeed outperform the other models setise. The
one exception is Run 6, which has a slightly lower RMSE. However, tfexetice
between Runs 5 and 6 is not large. When the 4-km resolution domains are compared to
each other, the RMSEs of Runs 5 and 6 are also similar in magnitude.

2.4.6 Summary of Forecast Verification and Linear Regression

For the most part, when comparing the 36- and 12-km forecast domains to Stage
IV precipitation data or mesonet data, there is no clear-cut MM5 run tkatlygr
outperforms the others. While a couple of runs (particularly Runs 1 and 6 at higher
thresholds) clearly do not have favorable statistics, the sestithe remaining runs are
fairly clustered. This characteristic explains why Run 5 is useful fondudtudy in the
next phase of the project. Although other runs (normally Runs 3 and 4) maghiéy sli
more skillful than the others may under various circumstances, the 12skriatien
domain in Run 5 tends to have rather similar results. For examplagat@®6- and 12-
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(b)

Figure 18. Linear regression plots of Run 5’s (a) 12-km resolution daandirfb) 4-km
resolution domain, 0000 to 0600 UTC 13 June 2002. The thicker line represents the linear
regression line and the lighter line representdvtbdel = Observation$ine.

Table 11. Six-hour root mean square errors from 0000 to 0600 UTC 13 June constrained
to points with model output greater than 35 mm 62002 for (a) 36- and 12-km
resolution domains and (b) 4-km resolution domains. Values in i Shaded values
represent the more/most skillful run in its respective category.

Run 1 2 3 4 5 6
RMSE 52.90 | 36.55| 44.03 35.2{27.51 | 26.90
(a)

Run 5 6

RMSE 28.88 | 29.13

(b)
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km resolution domain forecasts, Run 5 has the lowest average ETS rank ahé has t
second-highest average TS in the mesonet-MM5 comparison. Furthermbas, the
second-highest average ETS in the Stage IV-MM5 comparison. Moreover, it has
relatively favorable RMSEs and linear regression statistics, ugthaheir overall
usefulness may not be very great due to the observation-to-mod@nsigi. These
relatively favorable results are important because Run 5 incorporates aesddurtion
domain, which, as discussed in Chapter 1, is required for properlyaimuGIFTS
radiances. The GIFTS instrumentation operates on a 4-km resolut@efare, if the
MM5 output has a larger resolution, the simulation would not be efectlt is not
necessary for Run 5 to exceed the skill of the other runs, since only a 4d&lotion
domain will be utilized in the next step of the project. However, it shdave
reasonably similar results, which this run clearly does. Asiomad, the other run that
incorporates a 4-km resolution domain, Run 6, does not seem to perform as Wsll in t
particular event. Therefore, this run should be discounted for furtiee

As discussed, Run 5 seems to be the most appropriate run for thehasat of
the project. However, before continuing with the GIFTS sensitivity stiidpay be
useful to do another statistical analysis based on a different tdatagdedifferent
methodologies. This would confirm the validity of the previous tesuih particular,
these forecast verification and linear regression results were aoksdhwith a radar
reflectivity analysis, which used data from actual radar images to confirmeviiedn 5
is worthy of using for further study.

2.5 Radar Reflectivity

Analyzing radar reflectivity data could provide a sense of the spatial struéture o
the model output relative to the observed data. These data roayealgorthy of future
assimilation projects, especially as computing power increases (Warner and Hsu 2000). A
large region in which there is no or little difference in the reflectivitysploould result in
a skillful forecast, whereas a large area of substantial differences woiddtéendpatial
discrepancies between the model and observed fields. In this studigblavdata were
compared to the two 4-km resolution MM5 domains.
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Level Il reflectivity data at a 1°%levation angle from Vance Air Force Base, OK
(VNX; 36.74N, 98.13W) were retrieved from the HDSS Access System website, which
is located ahttp://has.ncdc.noaa.gov/plclimprod/plsgl/HAS.DsSel&tiis site, which is

on the west side of the 4-km resolution MM5 grid, is the closest radah¢oe the
convective event of interest initiated and will not experience muelnation over the
region of strongest rainfall. Data with an elevation angle of @dre also available;
however, since the areal extent of ground clutter would be greater, these were not used.
At this elevation, a 360 km radius is covered at a 1-km radial resqlutltioh nearly
covers the entire 4-km resolution MM5 grid. A small portion of therszadtern corner
of the grid is the only location not covered by this radar. A temigoealeraged
reflectivity (dB2 value was taken for each of the 4-km resolution grid squares that the
radar pixels fell in. The procedure for doing this was as follows: for eaahftom 2100
UTC 12 June to 0500 UTC 13 June 2002, the pixels of every individual radar sweep were
mapped onto the MM5 grid and averaged on each square. Normally, there are 12 sweeps,
since the radar data has a five-minute resolution; however, sometimes there adgaps
therefore, fewer sweeps. These values were converted into the Z-factitoves fo

dbZ =10xlog,,(Z), (20)
whereZ has units of mfm?™. For each grid square, all of tHefactors from the hour’s
sweeps were added together and converted backdBioFor determining the MM5
output’s reflectivity, rainfall rates were converted idtby theZ-R power law:

Z = 300R", (21)

whereR is the rainfall rate in mm This is the current default equation used in the
Precipitation Processing System (PPS) algorithm, which estimatesallrafrdm
NEXRAD (Smith and Krajewski 1991; Fulton 1998). Next, using (20), these values were
converted back into dBz. When both sets of values are calcuiBedalues less than -
3.23 (0.01 mm 1) were automatically converted to a default value of -999.99. Then, a
difference of thedBz values was taken for each grid square, with any differences of a
value of -999.99 and any dissimilar value “blacked out”. It should be notedhithat hot
a “pure” difference sinceBzvalues are logarithmic; however, as mentioned previously,

a large area of a small difference between dBz values would result in a faviorabhst.
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An example of the results for both 4-km resolution runs is rltstl in Figure 19.
This figure shows the difference of reflectivity, the model-derid&z and averaged
NEXRAD observations for the period between 0100 and 0200 UTC 13 June 2002. It is
readily apparent that the output of Run 6 has less reflectivity ovedB2@ompared to
Run 5, which would represent 4.65 mnt. WThis characteristic is due to the lighter
precipitation amounts extracted from this run. The results were nuitheanalyzed by
calculating a percentage of grid squares with absolute reflectivity differeh¢ess than
10 dBz for both model runs. However, only the area within 230 km of the radar was
analyzed (the 230-km radius is illustrated in Figure 19). This vakire imaximum range
that is analyzed by the PPS algorithm (Smith and Krajewski 1991; Fulton. IT9¥8)
results, which are shown in Table 12, reveal that as a whole, Run 5 perforengHaet
Run 6. At all hours, except 2100 to 2200 UTC 12 June, Run 5’s ratio is higher. On
average, Run 5’s ratio is 5.8% greater than that of Run 6. Due to the effects of ground
clutter, reflectivity values near the radar may not be accurate. Asud, ranother
analysis was taken by ignoring reflectivity signals within 50 kmhef tadar center,
which would remove most ground clutter. In this case, slightly be#sults were
obtained. In this case, the average ratio is 6.5% greater than the average raisal aftai
Run 6.

2.6 Atmospheric Parameter Analysis of Run 5

While the previous statistical study focused on precipitation amahet$érecast
skill of other atmospheric variables, such as temperaijy¢he water vapor mixing ratio
(9), and the zonalu) and meridional windsvj are worthy of at least a brief discussion.
Since Run 5 is to be used in the next phase of the project, the output produceduoy this r
was compared to conditions at the surface and aloft. Namely, the root mean squsre erro
between the model output and observations were calculated at different gplessis
and times using similar calculation methods as previously discussied gatthe chapter.

The first step was to extract model foredasin Run 5. Six pressure levels were
chosen, at 850, 700, 500, 400, 300, and 200 hPa. Output at the blasst, or 0.9975
(halfway between 1.00 and 0.995) was also extracted, as to represent the surface leve
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One should be aware that thidayer is roughly 20 m above the surface. This calculation

is based on the hypsometric equation:

é%(Zzézl) (22)

P, = PB€ )
wherez andz are the heights in m respectively at the upper and lower Ig¢elad p,
are the pressure values in hPa at their respective heighgpresents the gravitational
constant of 9.81 m’s andR is the dry air gas constant of 287 J'k¢g*. Therefore, there
may be some slight bias associated with the procedure. Only output in tbhe reg
bounded by the coarse domain was extracted since data above the surface, which will be
discussed later in this subsection, are very sparse. Therefore, it wadeddbait it would
not be beneficial to analyze the finer domain since too few observations would be
available for statistical analysis.

The next step was to obtain obsernathospheric data. Two sets of data were
retrieved from the JOSS website. One set was an hourly composite of tmdatme
which consists of 761 stations over the IHOP region. These stations are anestiget
of the mesonet stations discussed previously in the stdtsticly of precipitation, with
some exceptions that provide atmospheric data but not precipitation datefofidhethe
resolutions of these datasets range from one minute to one haudeinto create the
hourly composite based on these datasets, JOSS performed diffefeodisrat each set.
These procedures are described on the JOSS website, in particular, at

http://www.joss.ucar.edu/data/ihop/docs/ihopHrlySfcComp.html

The other dataset used was a composite of sounding platforms used over the
IHOP region. These soundings were derived from National Weatherc&€NWS),
ARM, NCAR, and National Severe Storms Laboratory (NSSL) radiosonde data and Lear
Jet dropsonde data. Only 23 different platforms were used during the forecast period of
Run 5 in the IHOP region, making it a relatively sparse datasethdrmore, the
temporal resolution is generally not as great. For example, the NWS ratbgsanre
launched either every 3 or 12 h, depending on whether the NWS location was in an
intensive observing period. Even among the radiosondes that take meassi®ragns-
h, this is still a rather coarse temporal resolution. Zou el @@6) noted this scarcity of
data. The sounding data were interpolated to a constant vertical esalfitb hPa,
which is important for this particular study since constant pressuedsl@are being
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analyzed. Variables obtained from both datasets inclyde v, and dew point Ty).
Station pressureP{) was also extracted from the mesonet dataset. The values of the

water vapor mixing ratiaq were calculated fronTq and Psiz by using the following

formula:
e
q=62197x — (23)
sta ©€
wheree, or the actual vapor pressure, is:
75Ty

e= 611x10%3"*T (24)

In this formulation, the unit af is g kg*, and the units of andPs.are hPa.

Some quality control procedures were taken before any calculations were
performed on both the mesonet and sounding datasets. With re¢ia@dntesonet dataset,
similar quality control methods were taken as were performed on the hourlyitatenp
mesonet composite. The only additional quality control step taken was that dataset,
values flagged as “unable to be computed” were also eliminated. Otherwise, the
procedures taken were the same as those performed on the precipitation dataset.

The quality control for sounding data was slightly more complicatedt, data
were extracted from the pressure levels mentioned previously. If the coordinates were
missing, a linear interpolation of location was conducted, based ontitbeesd of the
two closest points in the sounding. If two points were not availableate Ibhe
interpolation on, then the coordinates where the sonde was launched asttket|of
coordinates available were used. It should be noted that in the case of the Lear Jet
dropsondes, Wang and Beierle (2003) recommend that the height values rstiobé
used. However, in this situation, neither the actual heights norfteeedce in heights is
important. Rather, what matters is the relative distance between thepdadire pressure
level of interest and the two reference points used in the interpol&tiothermore,
interpolations of Lear Jet data never needed to be performed, so this was isste.

After this interpolation, the next quality control procedure waremove data with flags

of “maybe”, “bad”, and “checked, datum was missing in original file”. Followimg, t
another internal check was performedT l&t a given three-dimensional point was more
than 20 greater than or less than the average among all observations on the pressure level
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it was removed. If the value dF at a given point was more than®@Beater than or less
than the average among all observations on the pressure level, thenrésparating
value ofq (which is dependent ofy) was removed. Based on the synoptic analysis
during this period, ifi was easterly and its magnitude was greater than 25 thespoint
was removed, as well as the corresponding point.fBmally, if v was greater than 25 m
s' in either from a northerly or a southerly direction, which is alsoempected due to
the synoptic situation, the point was removed, as well as the corraspquint foru.

The dataset is remarkably consistent, with much less than 1%e odiata removed
through this quality control. Finally, after this procedure was performedretimaining
data were rounded to the nearest hour, based on the time of launch and lbee oum
seconds that were indicated to have elapsed since the launch. This step wde taken
match the time of the observations to the model output.

The results of this study are illustrated in Figure 20. In this figure, averaG&=RM
values were calculated for the periods of 1300 to 1800 UTC 12 June, 1900 to 0000 UTC
12 to 13 June, 0100 to 0600 UTC 13 June, and 0700 to 1200 UTC 13 June. These values
were plotted along with the analysis period (1200 UTC 12 June). There are few apparent
trends in these plots. For the most part, the values tend to be stdble. In thd plot
(Figure 20a), the maximum RMSE values in the lower atmosphere (at or below&)00 hP
appear during the 1900 to 0000 UTC 12 to 13 June period, but then tend to decrease
thereafter. In the middle and upper atmosphere (above 700 hPa), there ista sligh
degradation of the forecast over time. In ghgot (Figure 20b), the results are somewhat
similar, with lower atmosphere RMSEs decreasing slightly after the 0100 to 0600 UTC
13 June period and middle to upper atmosphere RMSEs increasing slighttheafame
period. The plots fou andv (Figures 20c and d, respectively) illustrate a consistent but
small upward trend with time. Comparing different pressure levels, the REISEq,
and v tend to increase with height, and thosegdend to decrease, which is expected
since the variations of, u, andv are greatest in the upper atmosphere, and the variation
of g is greatest near the surface.

Before concluding this section, it is worth noting that eveugh they were not
used in the previous statistical analysis since they did not undergo similay qaattol
procedures as the other datasets, wind profiler and aircraft data can be of grean utility i
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future 4D-Var experiments. In particular, the NOAA wind profiler networlelp@r et al.
1990) in conjunction with the Radio Acoustic Sounding System [RASS; &agl.
(1989) and Neiman et al. (1992)], as well as the Aircraft Communications, Addressing
and Reporting System [ACARS; Benjamin et al. (1991) and Schwartz and Benjamin
(1995)], are quite beneficial. Data resulting from the NOAA wind profiler né¢wor
which equips RASS, are useful for obtaining virtual temperature and wind profiles on
high temporal and spatial resolution. ACARS data, which are obtainedctsommercial

aircraft, are also an excellent source for obtaining atmospheric dataatefligl.

2.7 Chapter Summary and Preview of Chapter Three

Using high-resolution estimates of precipitation, mesonet data, addr r
reflectivity, six MM5 model runs were studied based on various $tatigheasures.
NCEP Stage IV and mesonet data were mapped onto the MM5 grids and were analyzed
using various measures, including the threat score, equitable threatibsasrepot mean
square error, and linear regression. Radar reflectivity was alsoethappo the MM5
domains using a power law (21) and analyzed based on straight differences of tgflectivi
values.

It was determined that for purposes of this study, Run 5, which is a nested 163 x
127 domain that incorporates the Grell cumulus scheme and simpleciapinysics, is
the best model run to use for the next phase of the project. Whileratitemay have
slightly better statistical results under various circamsés (particularly Runs 3 and 4),
these runs do not incorporate a 4-km resolution domain. Therefore, thitsbemfe
slightly better results may be offset by greater resolutiar the most intensive rainfall

region. More importantly, a 4-km resolution domain representingttbhe™atmospheric
conditions of interest is crucial because this is the resolitiavhich GIFTS operates
(Tobin et al. 2001, Smith et al. 2004); therefore, to properly simulatencadia a
resolution of this scale is required.

There is no “perfect fit” in modeling precipitation. Gallus and Jani04)
demonstrated this when comparing results of 19 Weather Research and Forecasting

(WRF) runs of different forecast periods during the IHOP study. While a model

56



configuration may work well for one particular event, it may not necessaips useful
during another event, even if the events being studied are of similar dghamat
synoptic nature. Gallus and Segal (2001) also acknowledge that, especially for warm
season precipitation forecasts, it is difficult for any particular sehéon improve
forecasts noticeably. Although it would obviously be helpful, thd gbthis study is not
necessarily getting a “near-perfect” forecast from the forward model. Insteadathis g

to obtain an atmospheric state that is as close enough to reality, wdniddh be used in

the assessment of the impact of GIFTS radiance data on convective QPF.
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(a)

(b)

(c)
Figure 19. Model — NEXRAD reflectivity difference, model-derived reflectivityl an
NEXRAD reflectivity of (a, b, c, respectively) Run 5 and (d, e, fpeesively) Run 6 for
0100 to 0200 UTC 13 June 2002. Units in dBz. The “x” indicates the location of the
VNX radar and the arc indicates 230 km from the radar center.
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Figure 19. (continued)
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Table 12. Percentage of grid squares with dBz differences less than 10 dBz within 230
km of the VNX radar (4-km resolution domains). Results including and ergutie

region 50 km from the radar are shown.

< 50 km included < 50 km excluded
Run 5 6 Diff 5 6 Diff
2100-220Q0UTC 42.2 45.4 -3.2 44.3 48.8 -4.5
2200-230QUTC 40.7 36.0 4.8 42.3 38.7 3.6
2300-0000UTC 46.4 31.9 14.5 47.9 32.9 15.0
0000-010QUTC 46.7 37.0 9.6 48.0 37.1 10.9
0100-0200JTC 40.8 40.5 0.3 42.8 40.8 2.0
0200-0300UTC 37.1 28.0 9.1 38.9 28.6 10.3
0300-0400UTC 36.3 27.0 9.3 39.2 28.2 11.1
0400-0500UTC 29.0 26.8 2.2 31.6 28.0 3.6

Average 40.0 34.1 5.8 41.9 35.4 6.5
5
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Figure 20. Average RMSE of (a) temperature (unit®Ciy) (b) water vapor mixing ratio
(units in g kg"), (c) zonal wind (units in M"Y, and (d) meridional wind (units in M)s
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CHAPTER THREE
ADJOINT SENSITIVITY OF SIMULATED GIFTS RADIANCE TO
ATMOSPHERIC TEMPERATURE AND MOISTURE PROFILES IN A
CONVECTIVE ENVIRONMENT

The second phase of this project is a two-part sensitivity study. rEh@dit uses
the output of Run 5, which was deemed in the previous chapter to be the mostiatgpropr
MM5 model run due to its nested 4-km resolution domain and its dhlestatistics.
Temperature and water vapor profiles of these variables were obtained &otrkth
resolution domain in Run 5 and used as input into the GIFTS radiativéetramsdel.
The sensitivity of simulated radiance with respect to theseblasiavas calculated at
different channels. In a similar study, a response function basebthoaccumulated
precipitation forecasted over the area of heaviest forecasted raindalised to study the
sensitivities of QPF to temperature and water vapor. After the conpddtibis phase, a
better sense of the utility of the GIFTS model in heavy convective events can bedacqu
This will be beneficial in further study, in which GIFTS observatwiisbe assimilated
using 4D-Var techniques.

3.1 Description of the GIFTS Model

The Cooperative Institute originally wrote the GIFTS radiative transfeiem
used in this study, which is to be referred to hereafter as the GRTMileteorological
Satellite Studies (CIMSS) at the University of Wisconsin-Madison (Wdang et al.
2000). Across the spectrum described in Chapter 1, the GRTM can simulateeddian
a set of 32 standard atmospheric profiles from a NOAA database (Moy et al. 2004),
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which were included in the original code. These profiles, each of which have 1@alverti
layers (101 levels) and which are used at six satellite view angles, can bereetiy loy
the original Matlab 6.1 code.

The GRTM is considered a clear-sky model; that is, it is not usefagians with
strong cloud cover. This model, which is a line-by-line radiativestemnmodel, was
developed under the framework of Pressure Layer Optical Depth (PLOD; Hannon et al.
1996). It maps transmittance data obtained by the radiative transfer mouledl{Gind
lacono 1995) onto the GIFTS spectral domain using a maximum optical path difference
of 0.872448 cm and undergoing apodization prior to regression (Huang et al. 2000). The
GRTM runs utilize the High-Resolution Transmission Molecular Absompti
(HITRAN96; Rothman et al.) molecular absorption database, along with Eneei4-
Tobin—Clough—Kneizys-Davies (MT_CKDgrsion 1.0 (Mlawer et al. 2003),8 and 15
pm CQO continua. At this point, it is subject to the regression process described in
Chapter 1.

There is a version of the GIFTS radiative transfer model that is opetationa
cloudy areas (Davies et al. 2003). The main difference between this model alghthe c
sky version is that cloud effects were incorporated using an optical thicknes
parameterization scheme developed by Dr. Yong Hu of the National Aenaunid
Space Administration (NASA) Langley Research Center (Huang et al. 2000vEiQ
the version used in this study is unable to handle cloudy conditiossclif conditions
exist, brightness temperatures will be decreased. In turn, thigesillt in unrealistic
measurements of meteorological parameters. This problem has beessetisau the
meteorological literature on numerous occasions (e.g. Zavodly 2000). As a result,
cloud contamination of any file loaded into the model must be kept to a ummim

In order to use the GRTM for future data assimilation studies, the fomaae|
must be accompanied by correctly written tangent linear model (TGL) andtadjdel
(ADJ) versions. While the model provided for this project by CIMSS h#s dbothese
versions, the TGL and ADJ were written as Matlab 6.1 routines. Since thid wdde
eventually be incorporated into the MM5 Adjoint Modeling Systéivib-ADJ), these
codes needed to be converted into FORTRAN 77, which is the language in which the
MM5-ADJ was originally developed.
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3.1.1 Recoding Procedures for Forward Version of GRTM

The line-by-line recoding of the equations of the GRTM forward model into
FORTRAN 77 was a straightforward procedure with two exceptions. First, in order to
incorporate the GRTM into the MM5-ADJ in the form of an observatiperator, the
GRTM needed to be recoded so that it could calculate radiances for the entire GIFTS
spectrum and for multiple profiles within one model integrationginally, it was only
capable of performing these calculations for one profile at a time. Secavidlg, the
MMS5 is able to input mixing ratio and temperature values into theNgRfAe mesoscale
model is not able to provide ozone or an explicit form of pressure, whackxpected to
be inputted. To alleviate this problem, the ozone gas profile was inputted as a fixed gas
profile, which was provided by one of the original Matlab 6.1 standarfilgs. Thirdly,
pressure levels were computed using MMEvels and interpolated from these levels to
the 101 GRTM levels by way of a log-linear vertical interpolation. A stahdzference
profile obtained from the Matlab 6.1 input files was used to augment the uppermost
vertical levels in the GRTM, which are above the highest atmospheeictiat the MM5
can resolve. In other words, the vertical levels in this profiet twere above the
uppermost level resolved by the MM5 were appended onto the GRTM, thus leaving no
GRTM levels without data. Finally, the input MM5 profiles were vertically iter in
order to match the expected GRTM input. For example, the first value of ablabM
version represented the surface; that value was switched to the tbp afodeled
atmosphere in the FORTRAN version.

Figure 21 illustrates a comparison of the brightness temperatureiatadcby the
Matlab 6.1 and FORTRAN 77 versions of the GRTM. It should be quite evicenten
two profiles are nearly identical. Differences are less than 0.15 K, wlaahly exhibits
the success of this conversion. The temperature and mixing ratio profiésirushe

conversion can be seen in Figure 22.

3.1.2 Recoding Procedures for Tangent Linear and Adjoint Versions of the GRTM

In order to prepare for future GIFTS sensitivity and data assimilation engrés,
the TGL and ADJ versions of the GRTM needed to be converted into FORTRAN 77, as
well. The TGL, which was previously developed for the MM5 by Zou et al. (1995), is a
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first-order Taylor approximation of the nonlinear forward model equatiolnat i, let
the forward model be symbolically written as:

X(t, ) =P, (x)(xo), (25)
wherexg represents the IC vector for the model integratif) represents the forecasted

values at timd;, andP, represents the matrix operations required to obtain the forecast
from the ICs. The TGL can therefore be written as:
x (t,) =P, (x)(xo). (26)

where the termx and P respectively represent the perturbed model solution and the
TLM’s operator.

The ADJ is obtained by transforming (26) directly at the coding |I&sslentially,
the input and output variable vectors of a manageable portion of tangent dmde are
switched and transposed. Symbolically, the ADJ can be written as:

(%)= [P ()" (1), (27)

where xand (P )" are, respectively, the ADJ variables and the ADJ’s operator.

There were difficulties in recoding this code, since too many changes were made
in the FORTAN 77 forward GRTM code. New array, looping and subroutine stactu
were incorporated, and different control variables were introduced in the RART
version. As a result, the TGL and ADJ needed to be completely rewritteng the
methods discussed previously. Each of the 11 subroutines of the forwded amd the
primary model driver were linearized. The adjoint was developed for ten of the 11
forward GRTM subroutines; the subroutine calculating the brightreesgerature from
radiance was not developed since any future 4D-Var assimilation, willuselyadiance

values.

3.2 Sensitivity Study I: GRTM
After the recoding of the GRTM was completed and the adjoint GRTM was

developed, a sensitivity study was performed using this model. As mentitred,
purpose of this test was to assess the impact of simulated GIFTS radiance data to
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Figure 21. Brightness temperatures at each GIFTS channel as produced by the (a) Matlab
GRTM and (b) FORTRAN GRTM, and (c) difference between both versions. Units in K
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Figure 21. (continued).
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Figure 22. Input (a) temperature and (b) mixing ratio profiles provided by the Matlab
version of the GRTM. Units in K for (a) and kgkpr (b).
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atmospheric variables of temperature and water vapor upstream and downstream of a
convective event. Using extracted data obtained from the output of Run 5, th& GIF
channels that are most sensitive to these variables could be readilpetiscer

3.2.1 Description of the Sensitivity Study

Cacuci (1981) developed a sensitivity theory for nonlinear systems. Two
formalisms, which were labeled the “forward sensitivity formalismd @ahe “adjoint
sensitivity formalism”, were developed for purposes of determiningethgit&vity to the
responses of system parameters. The former is expressed as a geraraéttor space,
and is conceptually straightforward. In this method, a numeriodeins run once, and
the output is saved as a control run. Then, one input parameter is perantethe
model is run once again. Finally, the new and old outputs are compared tootimer.an
This method is inefficient, especially if there are several input pdess and say,
thousands of spectral channels in a model. The latter, orottte hand, is more
economical in this situation, since only one adjoint solutionerguired to obtain
sensitivity of a single channel to all input parameters. The methpdrforming such a
study is to integrate the adjoint model once, which, in turn, negult in sensitivity
values for each input parameter. Clearly, this is a relatively fagtad, especially over
the forward sensitivity formalism. In addition, the adjoint fumesi provide exact values
of sensitivity, while the forward sensitivity formulation onproduces approximate
values. Sensitivity, which quantitatively describes the significarficaput data to the
overall response being evaluated, is useful for data assessment studies.

Zou et al. (1993) utilized the method of adjoint sensitivity formali$hs study
investigated a theoretical blocking flow in a two-dimensionahtie@ic model by
calculating the sensitivity with respect to perturbations introducedhen modeled
atmosphere and model parameters. Through this study, the authors deteratinbi th
methodology is indeed both efficient and accurate in gaining issigtd mechanisms
that are most responsible for blocking formation. Adjoint $emtyi is useful for
diagnosing the physical aspects of a forecast problem, assessing theityelbil
forecasts, and finding the most sensitive region and input variables of anyautulg.
This, in turn, will improve the confidence of these particular forecasts. Jali €001)
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performed a more recent study, which analyzed sensitivity patterns in & dvéht.
This study utilized the results of the sensitivity study to consamsemble members for
a short-range forecast specific to the event being investigated.

The symbolic representation of a response should be understood) &sin
formulation similar to Amerault and Zou (2003), a response function can bedlef:

J =3 (X)=R(). (28)

The vectorx contains values of atmospheric and surface variables (i.e. temperature and
water vapor), which act as input for the GRTM. The fundﬂ(Jn), for this particular
sensitivity study, is the radiance of th& channel. The sensitivity of the response
functionJ with respect tox can be written as:

es=( 3 ) x=&)" x. (29)
The term x is a perturbation to the original input vector. The t&rmasults from
integrating the ADJ model with a unit input vector for the ADJ radiance blariat
channel. and zero input for all other channels. Assuming only sensitivity od one
input parametek, is being analyzed, the sensitivity of the response function can readily
be expressed as follows:
Jsen§l :f(l XI, (30)
A definition of the nondimensional relative sensitivi8/ can be written as

follows (Zou et al. 1993):

—, =, (31)

whereX'is the gradient of response functidrwith respect to th&" parameter ot. The

magnitude of the relative sensitivity is useful in ranking the ivelatmportance of each
of the input parameters at each spectral channel in terms of how reyawdhld affect
the corresponding radiance values. A vertical profile of thetivelssensitivities is
beneficial for visually determining which variable, as well as wHacations, that the

radiance is most sensitive to at a particular channel.
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3.2.2 Temperature and Water Vapor Mixing Ratio Profiles Extracted from MM5
Forecasts

A useful procedure for effectively analyzing the sensitivity of simulatdelTSl
radiance is to select points within the output grid that have chasicierthat are
favorable for further study. Namely, for this case, this Ive® selecting points with little
cloud contamination. This is an important step since the clear-sky wearfstbe GRTM
does not operate efficiently in regions of strong cloud coveneftrwe, points that have
long-lasting cloud cover would be of little use for most of the forecasvcdpéeing
analyzed.

The first step of this procedure involved extracting vertical pofdf the
temperatureT), the water vapor mixing ratiaj), the cloud water mixing ratiocCLW),
and the rainwater mixing ratidR{\) at each hour from the output of the 4-km resolution
nested domain of Run 5 of the MM5. As mentioned previously, this doméacused
upon since this is the resolution the GRTM operates. Not all values weaetedt rather,
eight reference points were chosen over the expanse of the domain. Foue gictines
are upstream of the area of with the most intense precipitation amounts deing t
convective episode of interest and four are downstream. These points siratdlli in
Figure 23, and their locations are summarized in Table 13. The |- and J-coordinates
represent the MM5 grid points, in which point (1, 1) is at the southwesercof the
domain. The immediate area surrounding these points, as Figure 5e indicateslygen
has relatively less rainfall than the area in between the twtedusf points during the
most intense period. Furthermore, Points 5 through 8, which are dowmstféae event,
each have a lengthy window during the entire 24-h forecast period when r@a#alhot
occur. This can be seen in Figure 24, which shows the hourly precipitat@mmesrat
each of the points for the duration of the 24-h forecast. These charactepisticsilarly
the latter, are vital for this particular study.

For the cases dRW and CLW, values at each hour were simply extracted and
converted from the rawkcoordinates in the MM5 output to pressure coordinates using
the INTERPB package provided by the MM5. The conversion is important in térms o
making it suitable to plot the output with respect to time. When postildepreferable

to plot with respect to pressure, and since the pressure levels correspomdspective
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Figure 23. Map depicting locations of points used in the GIFTS sensitivity study.

12

——Point 1
Point 2
Point 3

——Point4

—— Point5

——Point 6

Precipitation (mm/h)

—— Point 7
——Point 8

Hour, 12-13 June

Figure 24. Hourly precipitation at each of the eight points used in the GRTM sgnsitiv
study. Units in mm ™.
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Ecoordinates vary over space, it would be rather cumbersome to plot the mumigl ou
using these coordinates.

A similar procedure was done withandg. However, one difference in plotting
these variables was that the June 2002 climatological mean valuesad g were
subtracted from the raw values, resulting in anomalies. The proceduredonmpthese
means was as follows: first, NCEP reanalysis data were obtlnéde month of June
2002 from NCAR. This data used were in 12-h intervals, at 0000 UTC and 1200 UTC. A
mean at each of these times was taken for all 30 days of the month. Theer@otation
to individual hours was performed using a sinusoidal function. For isitgplthis
function assumes that 1200 UTC is the coldest time of the day and has the greatest
moisture, and 0000 UTC is the warmest time of the day and has the leasten@sice
these times represent the early morning and early evening hours, re$petiseshould
not be too unrealistic. The functions used are as follows:

— e . §H §6)>< - = =
Ton ST5)XSIN™=———— + +T
-F _( 00 12) © 12 1 (TOO 12) (32)
b=
2
and
s _gHSe)x . _
S Xsn=V4————— + +
] _(qOO Gh2) o 12 1 (Too * Tr2) (33)
=
2

In (32),T,,T,,, andT,, represent the climatological mean of temperature at Rour
1200 UTC, and 0000 UTC, respectively. Similar definitions apply toqgthariables in
(33).

Figure 25 exhibits the vertical profiles @LW for points 4 and 6. A main
difference between the two points is that Point 6 does not experience tptegipuntil
late in the forecast period, whereas Point 4 experiences precipitation eaffignr@s24
indicates. With regard to this particular variable, at Point 4 (Figure 2%g),vhiues of
CLW are evident at 1900 UTC 12 June. At Point 6 (Figure 25b), however, they do not
develop until around 0600 UTC 13 June. Generally, the large mixing ratio \egpesr
at low levels, roughly below 600 hPa. However, during the precipitation evengLuV
values appear at some upper atmospheric levels at Point 4.
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Table 13. Locations of points used in the GIFTS sensitivity study.

Point | (latitudinal) J (longitudinal) Latitud@N) | Longitude W)
Upstream 1 100 80 37.76 96.15
2 100 75 37.76 96.33
3 95 90 37.62 95.79
4 85 80 37.33 96.15
Downstream 5 30 40 35.74 97.59
6 15 50 35.31 97.23
7 15 70 35.31 96.51
8 15 80 35.31 96.15

The vertical profile oRW over time can be seen in Figure 26. In the profile for
Point 4 (Figure 26a), it should be immediately apparent that there is igelgldrge
region of highRW values between roughly 200 and 350 hPa at 0000 UTC 13 June.
Although very light precipitation is falling at the time (roughly 0.05 m there are no
obvious reasons to the spikeRW at that time and location. Based on the hypsometric
equation (22), this level would be at roughly the top of a convective (e.g. cumulohimbus
cloud. However, given the small precipitation amounts, this calonlgtiobably does not
explain the reason for this feature. This may simply be thatrmst of molecular content,
this region of the atmosphere is much less dense than near the surftoe,relative
density of any non- negligible amount @fvould be magnified in these layers. Another
region of relatively higliRWvalues appears several hours later. Once again, there is little
precipitation falling at that time. In tHeW profile for Point 6 (Figure 26b), values RW
are negligible until around 0500 UTC 13 June 2002, which is roughly similae @V
profile at the same point.

The T anomaly profiles at these two points can be seen in Figure 27. In both
profiles, the same overall pattern could be discerned. During the ¢aggssof the
forecast period, there are anomalously highalues near the surface and anomalously
low T values in a thin layer of the middle atmosphere, or around 450 hPgae Atie
level, anomalously high values ®fcould be analyzed. Generally, when the precipitation
begins and non-negligibRWandCLW values developl near the surface, or below 700
hPa, becomes anomalously low. This characteristic is expected because pogcipitati
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would tend to cool the atmosphere where it is falling through evaporaticegses. It
should be noticed that the onset of the anomalously cool valu@sabflow levels
commences sooner at Point 4 (Figure 27a) than at Point 6 (Figure 27b), whath is n
surprising, given the timing of the rainfall.

Figure 28 illustratesthe g anomaly profiles at these two points. Again, there are
similar patterns at both points, with some subtle differences. Up to ampatelky 450
hPa, the atmosphere is relatively moist, especially near the surfaee.highest
anomalies generally appear between 700 and 800 hPa. At Point 4 (Figure 28a), this
anomaly has the largest magnitude between 1800 UTC 12 June and 0000 UTC 13 June
2002, whereas at Point 6 (Figure 28b), the anomalies are at their greatest values between
0500 UTC and 1000 UTC 13 June 2002. These timings correlate well with the increases
in the RW and CLW values. Above 450 hPa, the atmosphere is relatively dry. When
relatively dry, cool mid-level air is over relatively warm, ntoasr at the surface, as is
occurring here, convective instability will develop. This would theeefeesult in a
favorable environment for convection.

To summarize, Point 6 seems to be useful for further study becéuse o
reasons. First, it does not experience cloud cover for most of the foredadt Second,
the environment at that point appears to be conducive for thunderstorm developme
therefore, choosing this point will provide a good representatioreafdhditions prior to
the convective event of interest. However, other points should notisbeudted.
Locations like Point 4 may still be analyzed assuming there is no cloud coatimi
during the period being studied. Nevertheless, in the next subsection,6Pwill be

discussed in detalil.

3.2.3. Sensitivity Analysis and Discussion of Results

The sensitivity study for radiances at all channels and at the eighpants
discussed earlier in this chapter was performed. As mentidnaddqg were the input
parameters. Out of 3,073 potential channels, 14 were analyzed in marside¢athese
channels show the greatest amount of relative sensitivityveladithe others and are
within the spectral range to be measured by GIFTS. Unfortunately, sindallraias
forecasted over almost the entire region, cloud contamination was anhastiad to be
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(a)

(b)

Figure 25.CLWtime series profiles at (a) Point 4 and (b) Point 6. Units in'g kg
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(b)

Figure 26. Similar to Figure 25, except RW Units in g kg".

77



(a)

(b)
Figure 27. Similar to Figure 25, except Toanomaly. Units iriC.
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(a)

(b)
Figure 28. Similar to Figure 25, except tpanomaly. Units in g k§
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considered when analyzing these results. However, as mentioned previdsly, t
downstream points (e.g. Point 6) experienced large inteovaiime with little to noCLW

or RW Therefore, this was not too great of an issue for most of tleedstr period at
these points.

Before analyzing the sensitivity study, the sign of the relag@vesitivity is worthy
of discussing. Plots df generally have positive relative sensitivities. This means that as
T increases, the radiance value will increase as well. This relatiossbiwious, since it
is widely understood that there is a direct relationship between thevdvables. The
reason why any negative values exist is unclear at this time. Amerault and Zou (2003)
noted that negative values are possible near the surface in clowtiyoom While these
negative values are generally found near the surface (as well as the upper atmesphere
this study, they appear during both clear and cloudy conditions. Mobt, lgiace the
negative sensitivities are always several orders of magniassethan the maximum
positive sensitivities, they are at least partially due to computatimnise. Therefore, to
prevent confusion, any negative sensitivity values were converteerdes for purposes
of displaying the figures discussed in the subsequent paragraphs.

The profiles for g, conversely, tend to have negative relative sensitivities,
although positive values are possible generally near the surfaceméhiss that an
increase in this particular variable will result in a decrease in thanaaivalue. An
explanation for a decrease in radiance with incregsedthe middle atmosphere is that
since the radiation emission is likely from this atmospheric redgionwater content at
this level would probably result in a radiance decline. Less of a loontm would occur
near the surface (Carrier 2004). In fact, positive sensitivitiesai@ possible, depending
on the budget of emitted energy between the air and surface (Liu 2005, personal
communication).

The brightness temperaturBs) can be written as a summation of the product of
and a weighting function dependent @ii\,,) over allN atmospheric levels (Liu 2005,

personal communication):

N
Tg = : q(i)Wq (1) - (34)
i=1

80



Table 14. Channels used in sensitivity study with associated wavenumberaryprim
molecules absorbed at the respective channels and atmospheric fegeat@st relative
sensitivities with respect t& andq at Point 6. The notation “U” represents the upper
troposphere (above 400 hPa), “M” represents the middle troposphere (400 to 700 hPa)
and “L” represents the lower troposphere (below 700 hPa).

Wavenumber Molecule(s Sensitivity | Sensitivit

Channel No. (cm™) Absorbe(d) toT Y to Q Y
210 707.2965 Co U U
350 787.6059 Co L L-M
421 828.3343 O /CO, L L-M
464 853.0007 kO CO L L-M
1945 1702.5596 ¥ U U
2026 1749.0244 O U U
2101 1792.0473 O U U
2232 1867.1939 O M-U U
2385 1954.9606 O M M-U
2415 1972.1698 O L L-M
2618 2088.6185 O L L-M
2624 2092.0603 O L L-M
2706 2139.0987 O L L-M
2810 2198.7571 D) L L-M

If the content ofg increases in a particular layer, then depending on the sign of the
weighting function where water vapor increases, eitherincreases or decreases.
Therefore, the sensitivity will respectively increase or decrease sid@nce is directly
proportional toTg (Liu 2005, personal communication).

The results of the sensitivity study for all 14 channels are summarizedle T4.
This table shows the channels chosen, their respective wavenumberspldueiles
absorbed and the levels of the atmosphere that show the greatest seasifhdint 6.
However, these results are similar at the other points if cloud cont@mimataken into
consideration (figures omitted). Of the first four channels analyzedhwebizespond to
the first GIFTS band referenced in Figure 1, one (channel 210) is mostveeimsthe
upper troposphere, while the others (channels 350, 421, and 464) are most sensitive in the
lower or lower to middle troposphere. Of the other ten channels analyzedh whi
correspond to the second GIFTS band, five (channels 1945, 2026, 2101, 2232, and 2385)
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are generally most sensitive in the middle to upper troposphere, whilethée five

(2415, 2168, 2624, 2706, and 2810) are most sensitive in the lower to middle troposphere.
Thus, six are more upper-level sensitive, and eight are more lower-lenggivie For
clarification, the lower troposphere is defined as the atmospheric regiove 120 hPa,

the middle troposphere is between 400 and 700 hPa, and the upper troposphere is above
400 hPa. A tropopause, or an abrupt increase of atmosghettb height, could not be
defined at any vertical level in the analysis. Therefore, there is ndfdot-ahe upper
troposphere in this case. The pressure-defining model lid is 100 hPa, solaygper
analysis data may be unrealistic. This is probably due to a paucity oVatises at these
altitudes.

Referencing Figure 1, if the wavenumbers of the analyzed channels are matched
up with the brightness temperatures corresponding to these wavenumibersigure, it
can be readily seen that the brightness temperatures corresponding telschatin
lower-level maximum relative sensitivity are relatively high; #ghasrresponding to
channels with upper-level maximum relative sensitivity are relatiogly Based on (34),
in which g may be replaced witif, high brightness temperatures correspond to the
channel's weighting function peaking at the lower levels of the tropospberersely,
low brightness temperatures correspond to a peak weighting functiom uppler levels.

The location of the weighting functions would dictate where the maositse region of
the atmosphere is, thus completing the argument.

Four of these channels, which are deemed good examples of the sensitivity
profiles, are investigated in detail in this subsection. The resuttse first of these four
channels are illustrated in Figure 29. This figure shows the relativitihnggnef radiance
for channel 350 to input parameters Dfand g at Point 6, along with accumulated
precipitation for each hour during the forecast period. Relative sensitivitees ar
represented by the color contours, with the horizontal axis repnegeintie and vertical
axes representing pressure (left) and precipitation (right). I gtet (Figure 29a), there
is layer between 800 and 900 hPa in which relative sensitivity is miaksnum. Above
500 hPa, values tend to be negligible. There is little overall charthe vertical relative
sensitivity structure through time, even when cloud cover protrutiegha region late in

the period. They profile (Figure 29b) shows that the layer of moderate to high relative
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Figure 29. Relative sensitivity at channel 350 toT(a@nd (b)q for Point 6 with hourly
precipitation rates (mm'h represented by the white line).
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Figure 30. Similar to Figure 29, except at channel 464.
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(b)
Figure 31. Similar to Figure 29, except at channel 2026.
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(b)
Figure 32. Similar to Figure 29, except at channel 2385.
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sensitivities iIs somewhat thicker, with relatively high valuestrpding deeper into the
troposphere tham. There appears to be a small spike near 550 hPa at 0300 UTC 13 June,
which is several hours before precipitation commenced; howevegphéars consistent

with the rest of the forecast period.

Figure 30 displays plots of relative sensitivity of radiance for clat@zeat Point
6. In theT (Figure 30a) andj plots (Figure 30Db), there is a small difference between this
channel and channel 350. According to Figure 1, these two channels have similar spectral
features; that is, the measured brightness temperatures are in the sanéharegjore, it
IS not surprising that these profiles are nearly similar. Furthesmeithin the same
general spectral range, the vertical profiles are similar to thedewere obtained by
Carrier (2004) in a study of the Atmospheric Infrared Sounder (AIRS) radiative transfer
model. Essentially, the structure of these relative sensitivitiggests that choosing any
one of these two channels is probably sufficient to improve the anatyBiara g in the
lower to mid-level troposphere.

Figure 31 exhibits the relative sensitivity profiles for radiance at channel 2026. |
both theT (Figure 31a) and, (Figure 31b) profiles, the results are somewhat different to
the previous channels discussed. A tongue of large relative sensitivigswaith respect
to T is located slightly above 300 hPa early in the period and dips slightly towerds
surface over time. A secondary peak develops above this level, or near 200thPig, bu
likely related to cloud contamination. Thep plot shows a band of strong relative
sensitivity in the same general atmospheric region as the tongimglofrelative
sensitivity toT, with a strong cloud-contaminated spike at 200 hPa, during the period of
greaterRWand CLW values. This spike is relatively stronger in thelot, compared to
the T plot. Other points analyzed show the same general trends, with the9rwffil
Points 1 through 4 shifted forward several hours. Little relativsitsety is observed
above 200 hPa and below 400 hPa. Judging from the overall structure, ggtahigl
channel is probably more effective for improving upper-tropospheric sounalifigand
g analysis.

Finally, Figure 32 displays plots of relative sensitivity of radiararechannel
2385. In both therl (Figure 32a) and thg plots (Figure 32b), relatively large relative

sensitivity values at this channel are found between roughly 350 and 650 hia, wit
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maximum relative sensitivities near 500 hPa. Like channel 2026, spikes inatreere
sensitivity appear at the time when cloud cover is present. However, a rfignde
between this channel and channel 2026 is that in this case, the spike reldte/entirt
relative sensitivity band is more pronounced inThaot. Furthermore, between 350 and
450 hPa in they plot, the magnitude of the relative sensitivity actually decreases with

time.

3.2.4 Summary of Sensitivity Study |

Out of 3,073 channels within the spectral range described in Chapter 1, 14
channels within the spectral range measured by GIFTS were chosen based on thei
relative sensitivity values of simulated GIFTS radianaeafaalysis. These channels are
not necessarily the only useful channels that can be used in furtherkzitutly simplify
this particular study, these were exclusively chosen. On the 4-km resoMiV5
domain, eight points were chosen: four upstream and four downstream rofth area
of convection. It is important that they be outside the main athiafea because the
GRTM cannot resolve cloud contamination. Of the eight points, Point 6, whiocbated
downstream of the main area of precipitation, was decided to be more closely
investigated since th&W and CLW profiles show it to generally have less cloud
contamination than the other points. However, it was determined that atadyized
channels, the other points mostly exhibit the same general charaderisensitivity as
Point 6 if cloud contamination is taken into effect.

The results of this test clearly demonstrate that the most gensfyion of the
atmosphere differs as the wavenumber of the channel currently being analyzed increases
In other words, the most sensitive region of the atmospherat isomstant. Except for
channel 210, the channels analyzed in the first GIFTS band illustrakeglire 1 (lower
wavenumbers) are generally most sensitive in the lower troposphareegpiect td and
the lower and middle troposphere with resped.tdhe channels analyzed in the second
band (higher wavenumbers) are most sensitive in the upper troposphere up to a
wavenumber of roughly 1800 €mAbove this wavenumber, the most sensitive region
starts to trend towards the lower troposphere with increasing wavenurolbeéhe most
part, the most sensitive areas of thend q profiles are roughly collocated, which is
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evident in Figures 29 through 32. Furthermore, as also illustrated iartteefgyures, the
sensitivity of radiance td tends to be of a much greater magnitude than that of
AtmosphericT is directly related to radiance based on the Planck function (Stephens
1994):

2hc?
(ehC/kB T él) !

B (T)=— (35)

where is the wavelength being analyzedljs the Planck’s constant (6.63 x @ s),c

is the speed of light (3.00 x 3én s%), T is the temperature of the body being analyzed
(in K) andkg is Boltzmann's constant (1.381 x%0J K%). Therefore, these results are
not surprising. Moreover, they are consistent with the results oeC&2004).

3.3 Sensitivity Study II: Quantitative Precipitation Forecast

A second sensitivity study was performed by introducing a response fungtion
guantitative precipitation forecasted by the MM5 and determining the relatisgiggn
of this function with respect to various atmospheric vargldach as atmosphericand
g. By incorporating the results of this study with the first sensitistudy, a “bridge”
between the GIFTS radiances and the MM5-produced QPF, which is the final forecast
product, would be constructed. Few studies have been performed which actually
determine the sensitivity of accumulated precipitation to atmospVemiaibles; Park and
Droegemeier (2000) performed a test similar to this to determine the sensitivit
accumulated precipitation tp However, in this earlier study, sensitivities of rainfalfto
were calculated using a sensitivity-enhanced version of the Advanced Regional
Prediction System [ARPS; Xue et al. 1995], rather than the MM5 4D-Var system.

The domain used in this study was the 76 x 113 36-km resolution grid used in
Run 1. While the statistical results from this run were generally notilfialsks other
runs, this domain was used to reduce computational cost. The physical scisethés
these tests include the simple ice moisture scheme (Dudhia 1993) and the Grell (1993)
cumulus scheme. The MRF planetary boundary and simple radiationexlare also
used. The response function in this particular study was defined to be the avérage 1-

accumulated precipitation over a rhombus with a base and altitude of 16 grid gadfits,
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The precipitation was calculated for three periods: between 2100 UTC and 2200 UTC 12
June, 0000 UTC and 0100 UTC 13 June, and 0400 UTC and 0500 UTC 13 June 2002.
This domain shifted at each period, depending on where the heaviest precipitdtien
Oklahoma/Kansas region is located. The response function esafcite be expressed as

follows:

t:to +tn +1h

1
IP) =1 1 PeYY, (36)

A t=tg+tp
where A represents the area of coveraggerepresents the initial time of the model
forecast t, represents the forecast time when the hourly precipitation is exlaatthe
response function) represents the number of grid points in the evaluated ared® and
represents the instantaneous precipitation rate at grid pointThe response function is
only applied to the region bounded by the rhombus.

The tests performed in this study utilized the 1800 UTC 12 June output from the
MM5, which, in turn, represents the ICs. That is, a forward model was rué g
starting at 1200 UTC 12 June. The resulting values were rewritten onto fieddiGnd
the sensitivity model was run based on these modified ICs. Ther¢ferdirst test
calculated rainfall 3 to 4 h after the 1Gg=@ h), the second calculated them 6 to 7 h
afterward {,=6 h), and the last calculated them 10 to 11 h afterwasdQ h). The
purposes of doing the sensitivity study in this fashion were (i) to redoee
computational cost, since the assimilation window is 6 h shorter and (nitigate the
magnitude of relative sensitivity values and ensure the restdtseasonable based on
shorter assimilation windows.

In this analysis, like the GIFTS studly,andq were studied. Using a formulation
similar to (31), the region of high relative sensitivities was rd@teed to be roughly on
the western side of the response function in each case, centered just ndreh of
Oklahoma-Kansas border. Figure 33 depicts this region (outlined in bloley, \&ith the
region that encompasses the response function (outlined in rédh@araccumulated
precipitation for each hour (shaded contours). Since the highly sensitiva regghly
corresponds to the region bounded by the response function, thake a&e quite
reasonable. It was also found that the most sensitive region isrsiitiiarespect to both

90



T and g. Furthermore, it was determined that the horizontal and verteaitsity
structures are similar.

Figure 34 shows the points of the relative sensitivity maxima at vafitaels.
Generally, there is a trend for the maximum sensitivity value toggate westward with
height. Further work needs to be performed to determine why it isirtgadk this
direction. Figure 35, which shows vertical profiles of the maximum s$atsito T
(Figure 35a) and, (Figure 35b) at each MM5 layer, demonstrates that the most sensitive
region of the atmosphere for both variables is close to the surfacd, Htee peak of
relative sensitivity is at0.91, and forg, the peak is at=0.83. Figure 36 illustrates
relative sensitivity of these variables at these peaks. In addit®antmalies of andq
relative to June 2002 were plotted on the same diagrams. These anomalies were
calculated using the same method described earlier in the chapter.

Physically, Figure 36 can explain the reasoning behind the low-level maximum
relative sensitivities. Convective precipitation is depehadena low-level moisture flux
and warm air advection. The former characteristic provides a moisture source, and the
latter is vital for uplift. The anomalies shown in this figuhestrate that in the low levels
of the troposphere, there is relatively high moisture content andatvest strong
gradient ofT, the latter of which would induce strong advectionTofThus, strong
sensitivity with respect td andg would be expected in the lower troposphere.

It was discerned based on the magnitudes of the relative sensiiiitisgsted in
Figure 36 thatT is more important tham. This probably means that QPF is more
sensitive to motion, which is driven indirectly Bbythrough vertical ascent, than moisture
content in this case. Since this study measures the sensitivities otaQ&iFerent
variables and moisture is a passive variable in terms of conve@wsogment, this
relationship is expected. It should be noted that the relaiphetween the magnitudes
of T andq is similar to that of the GIFTS sensitivity study.

As mentioned, the region of maximum relative sensitivity does rargehwith
time; rather, it is stationary even as the sensitivity window changlsis lack of
movement is because the hourly precipitation shield propagates withiftithe initial
conditions were changed and the precipitation coverage was at a different location, th
the area of maximum relative sensitivity should shift accordinbtytest the validity of
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this hypothesis and to confirm that the original results are realistather test was
performed in this particular study. In this case, the output of the Migdehat 2200

UTC 12 June was taken; this time represents when the first tesefinighturn, this
would represent the new initial conditions. Then, keeping the respamsi@h similar to

that of the second sensitivity test, a 3-h sensitivity window was performduohgeat

0100 UTC 13 June 2002, or when the second test finished. A shift southward or eastward
of the most sensitive region in the second sensitivity experimentvibeuéxpected. As
Figure 37 indicates, this did indeed happen. This figure, which compares the maximum
relative sensitivity tal at £0.91 for the assimilation window ending 0100 UTC 13 June

at both IC times, illustrates an east-southeastward shift ohmaxirelative sensitivity of

over 150 km. Similar results can be seeng@nd at other levels. An interesting feature

in Figure 37b is a smaller area of maximum relative sensitivity oveghwsestern lowa.

The magnitudes are generally smaller than the sensitive region ovegrackiéimsas and
northern Oklahoma, but sometimes, they are slightly greater s€hwstive area may be
partially because the strong upper level winds (which are driven by gradiefids of
located over this region contributed to convective developmenighrshear. As Figure

37 illustrates, the gradient af just west of this region, or in eastern Nebraska, is rather
high; therefore, the sensitive region may also be explained in pdrisby t

3.4 Chapter Summary

In this chapter, two sensitivity studies were performed. In tfs $§tudy, the
MMS5 output from Run 5, which was discussed in detail in Chapter 2 jngarporated as
a representative atmosphere in the GIFTS radiative transfer modeg kimulated
radiances of the 3,073 channels in this model as a response furibBomelative
sensitivities to temperature and water vapor were calculated. Fourteen|ghaitime
the GIFTS spectral range were analyzed, given their relatively laage/eetensitivities.
Considering cloud contamination, it was determined that there is indeed & it
region of maximum relative sensitivity with respect to wavenumbearvenumbers in the
first GIFTS band tend to be more sensitive in the lower and midujpesdphere (except
for channel 210). Wavenumbers in the second band, however, are sensitiieranyw
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Figure 33. Region of high relative sensitivity (blue rectangle), area encongdhsi
response function (red rhombus), and forecasted precipitation dshaated region) for
sensitivity windows analyzing precipitation from (a) 21 to 22 UTC 12 Jime)0 to 01
UTC 13 June, and (c) 04 to 05 UTC 13 June. Precipitation units infmm h
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(a)

(b)

Figure 34. Locations of the maximum relative sensitivity toT(anpd (b)q at various
levels (4-h sensitivity window starting 1800 UTC 12 June).
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(a)

(b)

Figure 35. Absolute maximum relative sensitivity profiles to Tapnd (b) g (4-h
sensitivity window starting 1800 UTC 12 June). Units aré. 10
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(@)

(b)

Figure 36. Relative sensitivity to (d) at +0.91 and (b)g at ¥0.83 for the 4-h
sensitivity window starting 1800 UTC 12 June with overlaid (a) atmosphenmmalies
and (b) atmospherig anomalies from 1800 UTC 12 June. Units for relative sensitivity
are 10", units forT anomalies are ifC, and units fon anomalies are in g Ky

96



(@)

(b)

Figure 37. Region of maximum relative sensitivityltéor the (a) 7-h sensitivity window
starting 1800 UTC and (b) 3-h sensitivity window starting 2200 UTC 12 June with
overlaid atmospheri€ anomalies from the respective times. Units of (a) af@d® units

for T anomalies are ifC.
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from the lower to upper troposphere, with a trend downwards as the wavenumber
increases. Specifically, eight of the 14 channels (350, 421, 464, 2415, 2618, 2624, 2706,
and 2810) are most sensitive in the lower troposphere with respect to tengpanattine
lower and middle troposphere with respect to water vapor. The other smeth@210,
1945, 2026, 2101, 2232 and 2385) are most sensitive in the mid- to upper levels of the
troposphere. If cloud-contaminated periods are not analyzed, these results ardygeneral
consistent from point to point, whether they are upstream or dowmstéshe main
convective event.

Next, another sensitivity study was performed by using the 76 x 113 control
domain and calculating a response function based on the average 1-h accuminfaiéed r
per grid square over a region bounded by the main precipitation region. glua re
generally shifts southeastward at each of three temporal periods. It wanimedethat
the region of greatest relative sensitivity in each run is near théh@kéKansas border,
roughly on the western side of the region where the response functiongsch&ulated.
Furthermore, it was concluded based on the relative sensitmagnitudes that
temperature is more sensitive than water vapor, which is simitleetoesults of GIFTS
sensitivity study. Moreover, the most sensitive verticaleto these variables are in the
lower troposphere.

Three links between the two sensitivity studies can be discerned fromebaks.r
First, it can be seen that the eight channels analyzed which exhibit maxatativer
sensitivities in the lower troposphere (possibly the &wportions of the middle
troposphere in the case of water vapor) are useful to study because the QPF analysis
indicates high sensitivity in this portion of the atmosphere. Spdbifiche regions
between 700 and 850 hPa with respect to temperature and between 650 and 800 hPa with
respect to water vapor seem to be where data retrievals would be the nedgtiaben
since there is mutually high relative sensitivity in these Ry&t the other wavenumbers,
the most sensitive region is in the middle and upper troposphere e sutility of
temperature and water vapor is probably not as great. Secondly, it canrberdetehat,
specific to this event, data in the Central Plains of the Unite@sStabuld be the most
beneficial. The strongest relative sensitivities appeared ovaetfia in the QPF study,
so this would be an optimal location for obtaining data. Finallgppears that retrievals
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of temperature are likely much more valuable than those of the vagier mixing ratio
because in both the GIFTS and QPF sensitivity studies veelnsitivity with respect to
temperature is several orders of magnitude greater than relativevégrs the water
vapor mixing ratio.

These findings will be useful when actual 4D-Var experiments are performed.
Besides checking if the numerical results produced by the GRTM are reasonable,
sensitivity studies have been proven in the past (e.g. Amerault and Zou 0@y
2004) to be effective as channel-reducing tools. They readily eliminate unnecessary
channels that would be of little value to any data assimilation projecthuciaa. In
addition, they determine what atmospheric variable(s) is (are) most ts@faorporate
into a 4D-Var experiment, as well as where they are the most useful. Thuscessare
saved, and any future work should be streamlined considerably bedadhisestudy.

It should be understood that the results of this study might nappkcable to
other situations. This event was, specifically, a convective evesurring over the
Central Plains during the warm season. Another event, say, ostmatnly event in
another part of the country during a different season, would likely yield etitfeesults.

In particular, since stratiform rainfall is less concentratedhdhicing a response function
over the region of heaviest rainfall may not be appropriate. Furtnerrthe vertical
structure of the atmosphere (e.qg. distribution of winds, lagss,retc.) is different, and
therefore, the vertical structure of the greatest response couldpmrdengly change.
Even among other convective events in this region during thisolseahe specific
environmental conditions may not be exactly similar, which, im,tunay result in
different sensitivity fields. Thus, caution must be takemteeincorporating these results

in other studies.
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CHAPTER FOUR
CONCLUSIONS

4.1 Project Summary

It is expected that when it launched, likely between 2006 and 2008, GIFTS will be
instrumental in providing a plethora of high-resolution obgéma. These observations,
in turn, will be used to help improve forecasts of precipitatdnch is inherently a very
difficult task. As a preliminary study, this project was a two-phase asdhat assessed
the impact of GIFTS radiance data to the prediction of strong convectivalepidn the
first phase, six MM5 runs were performed, each of which incorporate differerdimlo
sizes, numbers of vertical levels, numbers of nested domains and/or phghemes.

The output of each of these runs was used in statistical analyses thatexbiopecasted
rainfall with observed rainfall from high-resolution Stage IV préation estimates and
mesonet measurements. After calculating the threat scores, equitabledbreat biases,

and root mean square errors, and performing linear regression, it was determined that
Run 5, incorporating the simple ice moisture scheme, Grell cumubesns; Blackadar
planetary boundary layer, and simple atmospheric radiation schemeyontay for use

in the next phase of the project. A crosscheck with radar reflectivity codfitimeeutility

of this output.

In the second phase of the project, two sensitivity studies were performdee In
first study, using the output of Run 5 as representative of the actual aem@s@IFTS
radiance was simulated using the GIFTS radiative transfer model and thiviseasof
this radiance to temperature and water vapor profiles were calculated. Taking an

potential cloud contamination in account, a comparison was made of thevagnsiti
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values of simulated radiance from 14 radiation channels which Wwermost sensitive
and which were within the GIFTS spectral range. This procedure was done to metermi
the vertical levels of temperature and water vapor to which GIFTS radiandes ar®$t
sensitive. At eight of these channels (channels 350, 421, 464, 2415, 2618, 2624, 2706,
and 2810), the maximum sensitivity is in the lower to middle troposphérenelother
channels analyzed (channels 210, 1945, 2026, 2101, 2232, and 2385), however, the most
sensitive region tends to shift into the middle and upper troposphkese vertical
patterns are similar upstream and downstream of the main convective regionlewtn
contamination is taken into consideration.

In the second study, for three assimilation windows, a response fubetsed on
the average 1-h accumulated rainfall predicted over the main convective precipitation
area was used. The purpose of this study was to “bridge” the results of the GIFTS
sensitivity study and the QPF results of the MM5. First, it was meted that the
Central Plains, or roughly the area in which the response function wag dadculated
over, is the most sensitive region with respect to temperature and wapber \n addition,
the response function tends to be most sensitive to thesblearia the lower levels of
the troposphere. Furthermore, based on their overall magnitudesjsQRéich more
sensitive to temperature than water vapor.

After combining the results of the two sensitivity studies, it can tegred that
the eight GIFTS channels that are at their most sensitive inwilee tooposphere are the
most useful for QPF associated with convection. These wavenumbers are the most
sensitive to the lower levels of the troposphere, which the QPF study hadidetersn
where the response function is the most sensitive to temperature and/aysir content.
It can also be inferred that temperature measured over the Central Blahe most
valuable atmospheric parameter to use in future studies, since theviégmaagnitudes
are greatest with respect to this variable and location. Other lczatiay also be
analyzed, but they do not have the same impact on the forecast oftatecipor this

particular event.
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4.2 Future Work

As mentioned previously in this thesis, a series of 4D-Var experiments which
incorporates simulated and real GIFTS observations is expected to be tednipléhe
future, based on the results of this current study. These experim#énisenthe GIFTS
radiative transfer model as the observation operator. At least partiahyl likely be
based on IHOP data available at the JOSS website. This includes data from aimaaft
profilers, lidar, mesonets, radar, and radiosondes, among other savadeble. Two
examples, which were discussed in Chapter 2, include NOAA wind profile network and
ACARS data. Other data sources may also be utilized, especially if the dataranean o
the region of greatest interest.

Some preliminary steps must be taken before a 4D-Var project could be
accomplished. First, sensitivities of all channels measured by GIFy®eranalyzed, so
that generalizations can be made. In addition, as suggested by Carrier (2004), an
investigation of channels in which excessive noise is present neeelsltmé, since this
could negatively affect any 4D-Var experiments performed. In addition, befgre an
observation data are loaded into the 4D-Var system, a quality control procedudebshoul
performed, so that erroneous data would be readily removed from anyrexer

Once these steps are completed, the 4D-Var experiments can be conducted, which
will help to further hone in on the impact of GIFTS data to thedasting of convective
precipitation over the central United States. Several test cases usingntiffete of
GIFTS channels will be completed. This may include an investigafia case study that
incorporates non-convective (e.g. wintertime) precipitation. Other losatighich often
experience heavy convective precipitation through somewhat differentpt&yno
conditions than the central United States, may also be studied. Usinguhs oéshe
sensitivity studies in conjunction, which determine the optimaltytdif the GIFTS
radiance to QPF, the 4D-Var experiments can be performed more effectively.
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Acronym
ACARS

ADJ
AIRS
ARPS
AVN
CAPE
CIMSS
EMC
ERICA
ETA
ETS
GIFTS
GRTM
HPC
HITRAN96
IC

IHOP
JOSS
LBC
LFM
MCC
MCS
MM5
MM5_ADJ
MRF
MT_CKD
NASA
NCAR
NCEP
NEXRAD
NGM
NMP EO-3

APPENDIX

LIST OF ACRONYMS

Meaning
Aircraft Communications, Addressing and Reporting System

Adjoint model
AtmospheridnfraredSounder

Advanced Regional Prediction System
Aviation model

Convective available potential energy
Cooperative Institute for Meteorological Satellite Studies
EnvironmentaModeling Center

Experiment on Rapidly Intensifying Cyclones
Etamodel

Equitablethreatscore

Geosynchronous Imaging Fourier Transform
GIFTSradiativetransfermodel
HydrologicalPredictionCenter

High-Resolution Transmission Molecular Absorption
Initial condition

InternationaH,O Project

Joint Office for Science Support
Lateralboundarycondition

Limited Fine Meshmodel
Mesoscaleonvectivecomplex
Mesoscaleonvectivesystem

Mesocale Model version 5

MM5 Adjoint Modeling System
MediumRangeForecast
Mlawer—Tobin—Clough—Kneizys-Davies
National Aeronautics and Space Administration
National Center for Atmospheric Research
National Center for Environmental Prediction
Next Generation Radar

NestedGrid Model

New Millennium Project Earth Observing-3 mission
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NAST-I

NOAA
NSSL
NWS
PLOD
PPS
QPF
RASS
RFC
RMSE
TGL
TS
uw
VNX
WRF
4D-Var

National Polar-orbiting Environmental Satellite System aéiirie
Sounder Test-bed Interferometer

National Oceanic and Atmospheric Administration
National Severe Storms Laboratory

National Weather Service

Pressure Layer Optical Depth

Precipitation Processing System

Quantitative Precipitation Forecast

Radio Acoustic Sounding System

River Forecast Center

Root mean square error

Tangentinear model

Threatscore

Universityof Wisconsin
Vance Air Force Base

Weather Research and Forecasting Model
Four-dimensional variational data assimilation
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