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ABSTRACT 

Gender is a salient feature of identity that is rarely questioned in our physical encounters. We are 

usually not confused about a personÕs genderÑ generally itÕs male or female. However, as the 

adoption of computer-mediated communication increases, our social reliance on these 

technologies has made gender easily disguised online. And yet, the phenomenon of gender 

deception has not been fully investigated. This study adopts a path analysis to examine 

interconnected cognitive factors that impact online usersÕ ability to deceiveÑ and detect 

deceptionÑ regarding gender. An asynchronous online game was developed to simulate 

situations where males were incentivized to communicate like females, and females were 

incentivized to communicate like males. Twelve hypotheses were tested using path analysis, 

which resulted in our realization that an actorÕs true gender can affect the motivation to deceive; 

males tend to have higher self-efficacy beliefs in gender deception, and females tend to have a 

higher success rate in detecting gender deception. Our research suggests that the gender of the 

message recipient could be a significant factor in uncovering gender deception. 

KEYWORDS 

Human computer interaction, computer-mediated deception, human information behavior, 

gender, deception, online game 

INTRODUCTION  

Online users must frequently make judgments or decisions based on computer-mediated 

interaction. It is common for individuals to receive emails with hypertext links or a popup 

messages from a website, or be asked to confirm or cancel some electronic procedure. Many 

online users receive phishing emails requesting personal or sensitive information, or seeking a 
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response (Wright & Marett, 2010). Phishing emails1 may also induce actions such as answering 

inquiries about social, financial, or business relationships, or confirming social media friend 

requests, resulting in online gender fraud (Brady & George, 2013). Repeatedly, online users must 

determine whether the source of a message is credible and legitimate (Hillig oss & Rieh, 2008; 

Liu, 2004; Rieh, 2002) in order to maintain privacy and safety (Lopez & Sebe, 2013; Twyman et 

al., 2014). 

A rise in the threat of deceptive communications has accompanied the increased reliance 

of individuals and organizations on computer-mediated communication (CMC2) systems. In a 

New York Times interview, Bruce Schneier, an American cryptographer, states that trust is Òthe 

glue that binds our societiesÓ and deceptive communications in the digital age have destroyed 

this trust (Sengupta, 2012, p.1). Because virtual space lacks traditional face-to-face (FtF) visual 

cues of deception, it has become easier for online users to misrepresent not only the content of 

their messages but their identities. As technology changes the way we interact socially, it 

becomes ever more difficult  to discern whether an email from our bank is authentic, and how 

much we can trust authorities with our online privacy. This threat of deception has been shown 

to be substantial in various domains and manifests in many ways, such as phishing and Òspear 

phishingÓ attacks (Wright & Marett, 2010), deception in electronic commerce (Xiao & Benbasat, 

2010), deception at workplace (da Cunha et al., 2015), deception in group support systems 

(George et al., 2008), deception in professional virtual communities (Joinson & Dietz-Uhler, 

2002), deceptive opinions in online reviews (Fusilier et al., 2015; Ott et al., 2012), deception in 

911 calls (Burns & Moffitt, 2014), deception in social media relationships (Hancock et al., 2007; 

                                                

1 Phishing emails are sent out as one-to-many asynchronous online communication, which is to contrast the 
synchronous online chat communication. 
2 CMC broadly includes both synchronous (e.g., chat) and asynchronous (e.g., texting, email, etc.) communication. 
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Hancock et al., 2010; Zhou et al., 2004), deceptive opinions and reviews (Ott et al., 2012, 2013; 

Ott et al., 2011), deception in story-telling (Rubin, 2010), and fake news (Conroy et al., 2015). 

The consequences of successful deception range from harmless inconvenience to significant 

costs. Such deception can pose a major threat when it drives online transaction fraud (Twyman et 

al., 2014), identity theft, theft of credentials, theft of intellectual property, or threats against 

national security. 

One salient dimension of online deception is usersÕ misrepresentation of their gender (Ho 

& Hollister, 2013). OneÕs gender, which has been traditionally considered binary due to distinct 

biological differences at birth, has a tendency to be socially reconstructed (Bussey & Bandura, 

1999). Bussey and Bandura (1999) suggested that gender roles are constantly being 

reconstructed by a broad network of peers and societal influences. Gender and gender role 

development are constantly mixed with experience and motivation. PeopleÕs self-development 

can redefine their gender identity (e.g., recognition or realization of being gay), which eventually 

contributes to social change (e.g., legalization of gay marriage). Regardless of these social 

impacts, usersÕ online identities are continually being constructed by a number of factors, 

including their redefined gender roles, their motivations, self-efficacy, social interactions with 

friends and colleagues, as well as personal desires and goals. The binary view of gender creates 

fundamental representation problems. Rodino (1997), for instance, observed inconsistencies in 

online chattersÕ language and presentation of their gender, and suggested that gender can be 

ÒperformedÓ in an online environment. In other words, gender can be made more real and natural 

in virtual, imaginative communication. Gender, through linguistics, can be socially 

Òconstructed,Ó and online actors may falsify the representation of gender to increase the 

probability of gaining trust. 
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Gender can represent a unique feature of online deception in that it can involve fairly 

nuanced clues and circumstances that one may not normally consider. In asynchronous online 

communication, individuals may attempt to misrepresent their gender, and recipients of online 

messaging may lack the ability to identify the gender of their communicators. Regardless of the 

reasons people may attempt to deceive others about their gender, empirical results show that 

18% of males and 11% of females have lied about their gender (Whitty, 2002, p. 348) at some 

point when engaging in text-based communication. Gender deception can be highly disturbing to 

both males and females who have been deceived (Stieger et al., 2009). Previous research has 

found gender-related influences, in the ways males and females communicateÑ in both FtF and 

online communication (Herring, 2000; Herring & Martinson, 2004; Savicki et al., 1999; Whitty, 

2002). Yet, little is understood about the role of gender deception in the complexity of computer-

mediated deception. As gender misrepresentation or gender deception has become a major 

contributing factor in identity fraud, our research intends to explore, describe, and explain 

different cognitive factors that facilitate gender deception in computer-mediated communication. 

Our overarching research question is thus set as follows: How are the cognitive factors of gender 

deception modeled in asynchronous online communication? 

That said, online users can adapt in ways that extenuate or diminish certain facets of their 

identities (including their gender) in certain social situations depending on social goals, 

conversational topics, context, or cultural situations (Herring, 1995, 2000). In other words, 

depending on the context and topic, it is possible for males to adjust their communication toward 

female styles, and females can employ communication style more like male utterances in order 

to disguise their true gender. This paper outlines our investigation to first review deception in FtF 

interaction as well as online communication when facilitated by computer-medicated 
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technologies. Twelve research hypothesesÑ examining motivation and self-efficacy of both 

message senders and receivers that impact the outcome of deceptionÑ are discussed within the 

framework of gender deception. We then discuss our research design and considerations for an 

experiment deployed in the form of an online game that mimics online usersÕ asynchronous 

interactions. We address data collection and analysis to test our hypotheses. Contribution, 

limitations, and future research are discussed thereafter to conclude this paper. 

REVELANT BACKGROUND  

Before we discuss our theoretical framework and hypotheses, we will review the research 

on FtF and computer-mediated deception. 

Key Deception Research 

Deceptive practices are frequently used to mislead a message recipient, and can take the 

form of fabrication, denial, omission, or exaggeration (Ebesu & Miller, 1994). Deceptive 

communication cues, such as the movements of eyes and lips, can be observed in FtF 

interactions (Ekman, 2009). But in general, humans are poor detectors of deception (Ekman & 

O'Sullivan, 1991). Research demonstrates that the probability of the general public detecting lies 

ranges from 50% to 58% (Frank et al., 2004). However, the problem of detection is more 

complex than we think. Some studies have pointed out that message receivers are likely to be 

consciously aware of the potential for deception, and raise doubts when being deceived 

(Anderson et al., 1999; DePaulo, 1994). DePaulo (1994) stressed that people can generally 

distinguish truth from lies, but that their ability to do so often varies based on the communication 

topic and context. ParticipantsÕ confidence, as well as cognitive and affective factors influence 

the accuracy of their perceptions in the context of both honest and dishonest communications 

(Buller & Burgoon, 1996; Hurd & Noller, 1988). Furthermore, Anderson et al. (1999) claimed 
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that linguistic cues (e.g., verbal cues) are referenced more frequently in the context of truthful 

communications, whereas nonverbal cues are often referenced in the context of deceptive 

communications. 

Burgoon and Buller (1994) proposed that the interactions between participants, as the 

base of interpersonal deception theory (IDT), is a factor that complicates the deception 

phenomenon in which the interpersonal nature of deceptive (vs., truthful) behaviors requires that 

deception be an iterative and interactive process. Buller and Burgoon (1996) further explained 

the strategic process of deceptive communication based on their observations of deceiversÕ 

message content. For instance, a deceiving communicatorÕs words and statements tend to be 

vague and uncertain because a deceiver may not have sufficient detailed information. In making 

a fabricated statement, the deceiver tends to be consciously disassociated from the act of 

deception. The deceiver seeks to influence the receiverÕs behavior, which in turn affects the 

strategy for how deceptive messages are delivered. In testing IDT, Buller et al. (1996) found that 

there was more variability than stability in the deceptive strategies and behaviors employed. 

Although some tests of this theory have relied on leakage cues (e.g., visual and tactile cues), 

others have uncovered the presence of verbal cues that may also be useful in detecting deception 

(Zhou et al., 2006; Zhou, Twitchell, et al., 2003). And Buller et al. (1996) maintained that 

complex cognitive factors can cause a deceiver to leak the truth via verbal or nonverbal cues, 

despite covert intent. 

Deception can be initiated for profit (e.g., identify fraud) or for convenience (e.g., Butler 

lie) (Hancock et al., 2009). To better understand how motivation affects deceptive activity, 

Gneezy (2005) offered a perspective on deception from the standpoint of consequences, or the 

balance between harm and reward. He categorized the tactics used for deception into four levels 
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of consequences: (1) lies that benefit both deceiver and deceived (e.g., white lie), (2) lies that 

benefit the deceived person, possibly at the expense of the deceiver, (3) lies that harm the 

deceived but not the deceiver, and (4) lies with potential reward for the deceiver increases as the 

benefit for the deceived decreases. Gneezy (2005) found that as the cost to the deceived 

increases, the deceiver is less motivated to lie. This finding was further confirmed by Dreber and 

JohannessonÕs (2008, p. 198) experiment of gender differences in deception regarding economics 

settings that 55% of men versus 38% of women (p = 0.032) lied to secure a higher reward. Men 

tend to lie about their socio-economic status (Whitty, 2002), and monetary benefit (Dreber & 

Johannesson, 2008; Erat & Gneezy, 2011) than women. Motivation to deceive is not only found 

in cost/ reward calculation, but in other aspects of cognition, such as to falsely represent the self-

image (DePaulo, 1992; DePaulo et al., 1996). Toma et al. (2008) for example reported in their 

online dating study that males lie more about their height, and females lie more about their 

weight. Females employ higher levels of deception in misrepresenting themselves in photographs 

than do males (Lo et al., 2013), but males also tend to exaggerate their positive characteristics in 

computer-mediated communication (Guadagno et al., 2012). Both genders strategically represent 

or even exaggerate their self-image online to facilitate romantic relationships. 

Computer-Mediated Deception 

Online actors may use computer-mediated technologies to support their social presence, 

to enhance communication quality (Nowak, 2003), and to have a positive impact on trust within 

decision-making groups (Lowry et al., 2010). Computer-mediated deception typically occurs 

when an online actor sends text messages3 in an effort to create false beliefs (Buller & Burgoon, 

1996; Buller et al., 1996; Zhou, Burgoon, et al., 2003). However, the ability to detect computer-
                                                

3 Our assumption is that spoken words in the F2F communication are equivalent to text-based communication. 
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mediated deception is generally  constrained by lacks of ground truth verification (or, a truthful 

baseline history) to which potential deceptive communications can be compared. Although 

deceptive communication cues in FtF interactions (e.g., eyes rolling and lips moving etc.) are not 

present in text-based online environments, research supports that certain linguistic cues may 

indicate deceptive intent (e.g., the use of self-reference, negation, exclusivity, cognitive 

mechanism, affective, or social process) (Hancock et al., 2009; Hancock et al., 2010). 

Online actors may also construct their identity through conveying relevant information in 

an online profile, or by using visual avatars and/or textual references. Research has found that 

people are motivated by ÒplayÓ to engage in deceptive online environments (Caspi & Gorsky, 

2006). People enjoy the sense of excitement that accompanies engaging in online deception such 

as a Butler lie (Hancock et al., 2009), or griefing4 strategies (Rubin & Camm, 2013). In online 

dating profiles, deception can frequently be identified in datersÕ photographs and communicative 

cues (Guadagno et al., 2012; Hancock et al., 2007; Hancock et al., 2010; Toma et al., 2008). 

Despite the fact that users can be suspicious of the authenticity of a daterÕs visual self-

presentation in photographs (Hancock et al., 2009; Toma et al., 2008), they still participate in 

online dating (Hancock et al., 2007; Lo et al., 2013; Toma & Hancock, 2010; Toma et al., 2008). 

Whitty et al. (2012) further differentiated the significance of deception based on various 

modes of communication. Deception occurring in everyday life tends to be spontaneous 

(DePaulo et al., 1996; Whitty et al., 2012). In order to avoid discomfort, deceivers tend to choose 

text-based social media where the cues of daily self-presentation are not available (Hancock et 

al., 2004). On the other hand, the media richness theorists believe that deceivers prefer to use 

media that can give out conflicting cues. The richer the media is, the easier it is for the deceivers 
                                                

4 An act of play intended to cause grief to game players. 
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to disguise their deceptive intent (Daft et al., 1987; Trevino et al., 1990; Trevino et al., 1987). 

Hancock et al. (2004) further proposed a feature-based model, and suggested that deception 

tends to occur in a synchronous, non-recordable, and distributed (i.e., not co-located) 

environment facilitated by computer-mediated technologies. Ho, Hancock, Booth, Liu, et al. 

(2016); (2015) simulated online deception in a synchronous communication mode, and proposed 

that language-action cues can effectively identify spontaneous deception. Ho, Liu, et al. (2016) 

moreover suggested that a machine learning approach could automate the detection of 

interpersonal deception in synchronous communication mode. Furthermore, Ho, Hancock, 

Booth, Burmester, et al. (2016); (2015) identified cognitive- and affect-based language-action 

cues to detect deceptive intent in computer-mediated group communication. 

Nonetheless, the above deception research did not consider the phenomenon of gender 

deception and gender fraud as depicted by the case of Manti TeÕo (cf., Brady & George, 2013). 

The popular American football player was the victim of a long-term online gender fraud 

regarding a woman who never existed. TeÕo told the world that his Ògirlfriend,Ó Kekua (a 

fictitious name), had died in a car accident, but it was later disclosed that there was no Kakua and 

the communications were, in fact, from a male who perpetuated a hoax. The deceiver adopted the 

communication styles and the cognitive aspects of the opposite gender to deceive the other 

conversational partner. This catfish story is an extreme case where gender is the object of 

deception, and an activity commonly found in online dating communications. 

Beyond the undesirable consequences of gender deception in the context of online dating, 

more serious threats exist when gender misrepresentation is used to gain trust for the purposes of 

social engineering, identity theft, or phishing attacks (Tsikerdekis & Zeadally, 2014). Eckel and 

Grossman (2008) found support that both men and women trust women more than they do men. 
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Based on this logic, if message senders would represent themselves as female, they would 

increase the perception of their trustworthiness. The case of the ÒNigerian Scam,Ó where 

deceptive phishing emails (offering large sums of money after an initial transfer of funds) were 

sent purporting to be from the wife or widow of an African leader, is an example of gender 

deception. While money can be a motivational trigger for deception, there is a tendency 

displayed in how a deceiver manipulates perception of gender, subject of interest, and 

communication medium (in this case, email as an asynchronous online communication). 

Moreover, a message receiverÕs ability to detect gender deception is crucial, but consequently 

influenced by the deceiversÕ motivation and self-efficacy in imitating the opposite gender. 

Unfortunately, there has been a lack of empirical research regarding cognitive factors that 

influence a deceiverÕs ability to deceive as well as a message receiverÕs ability to detect gender 

deception. These factors affecting computer-mediated deception in terms of gender manipulation 

for deception have yet to be fully explored. 

THEORY AND HYPOTHESE S 

Deception is established as the dependable variable in our framework, which is 

hypothetically detectable in social communication. Our research model, based on these 

theoretical considerations, is illustrated in Figure 1. This model identifies several critical factors 

as independent (predictor) variables that may affect the success of gender deception and 

successful detection of gender deception. Gender is depicted as independent variables, which 

includes: (1) Ò(s)GenderÓ referring to the message senderÕs gender, (2) Ò(d)GenderÓ referring to 

the detectorÕs gender, and (3) Ò(p)GenderÓ referring to the perceived gender of the message 

sender by the detector. This model also includes actorsÕ cognitive factors, such as self-efficacy 

and motivation as independent variables to predict the act of deception. To be specific, Ò(s)Self-
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EfficacyÓ refers to the message senderÕs self-efficacy and Ò(d)Self-EfficacyÓ to the detectorÕs 

self-efficacy. 

 
Figure 1. Proposed Model of Gender Deception in Asynchronous Online Communication 

 

Motivation and Self-Efficacy of Deception 

DeceiversÕ motivations may relate to their level of confidence, or self-efficacy, which is 

their ability to deceive. Simply stated, self-efficacy constitutes an individualÕs beliefs about his 

or her capability to perform a certain task (Bandura, 1977, 1986, 2006). One may be motivated to 

accomplish an anticipated outcome but still lack confidence in oneÕs ability to do so. That is, 

lacking confidence in oneÕs ability to deceive may make one less likely to engage in deception. 

Bandura (1977) stated that these perceived outcomes may act as motivators for further action and 

that Òself-motivation involves standards against which to evaluate performanceÓ (p. 193). More 

specifically, self-reflection and evaluation in terms of oneÕs ability to deceive can produce a 

standard or baseline of performance that influences whether a deceit will be a success. 

DePaulo et al. (1988) proposed the motivational impairment effect (MIE), in which 
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highly motivated liars tend to be less successful in deceiving others, especially when others can 

observe their nonverbal deceptive cues. This study also found that women tend to show more 

MIE than men, and those more attractive speakers are less susceptible to the MIE than less 

attractive speakers. Because their study was conducted with video recordings, the degree of 

speakersÕ attractiveness may have influenced the observersÕ judgment. However, Burgoon and 

Floyd (2000) conducted a study on both verbal and nonverbal styles, empirically capturing the 

deceiverÕs performance and the observerÕs accuracy, and argued that motivation provides limited 

support to the MIE hypotheses. Similarly, Hancock et al. (2010) discovered that highly 

motivated deceivers were more successful in their deceptions within text-based online 

environments. Thus, we assume that motivation can be a predictive factor but may not be a 

strong predictor of self-efficacy beliefs and the ability to deceive in the context of asynchronous 

online communication. We hypothesize that: 

H1. The higher the motivation of message senders to deceive, the higher their self-
efficacy beliefs. 

H2. The higher the motivation of message senders to deceive, the higher their self-
efficacy to detect othersÕ online gender deception. 

H3. The higher the motivation of message senders to deceive, the easier it is for them to 
deceive others about their true gender. 

Bandura (1977) suggested that the perceived outcomes of actions or behaviors may serve 

as motivators. However, he noted that there is a necessary difference between outcome 

expectations and efficacy expectations. Efficacy expectations refer to the beliefs that an 

individual can actually perform the action or behavior needed to accomplish the desired 

outcome. Outcome expectations refer to an individualÕs belief that a particular behavior will have 

a particular result (Bandura, 1977). Although self-efficacy can influence behavioral outcomes, it 

is not the sole determinant of behavior, and does not alone produce the desired performance. 
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Self-efficacy is a cognitive expectation generated from four sources of information: first, self-

instructed performance, or personal mastery experiences; second, anotherÕs performance, which 

can influence an individualÕs perception of his or her own performance; third, verbal persuasion 

from others; and fourth, self-emotional arousal (Bandura, 1977). These information sources 

influence three interrelated dimensions of self-efficacy: magnitude of the task (or task difficulty), 

strength of conviction in the belief, and level of task-specific confidence (Bandura, 1977). 

Regardless of the magnitude of the task, self-efficacy beliefs are critical to the success, or 

the attempts at success (Bandura, 1977, 1986, 2006) of the gender deception. As we further 

consider the correlation among self-efficacy of the detector (i.e., message recipient) in relation to 

the success of the gender attribution, and self-efficacy of the message sender in relation to the 

success of the gender imitation, we hypothesize that: 

H4. The higher the self-efficacy beliefs of detectors, the easier it is for them to identify 
online gender deception. 

H5. The higher the self-efficacy beliefs of message senders, the higher their  chances of 
succeeding in online gender deception. 

Considering the generalizability dimension of self-efficacy, confidence in oneÕs behavior 

(or, a set of skills) may be positively associated with confidence in other behaviors (Bandura, 

1977). Bandura (2006) further stated that cultivated, higher self-efficacy in one area or skill may 

be transferable to other areas and skills. Accordingly, high self-efficacy beliefs regarding the 

attribution of correct gender (or, more specifically, the detection of gender deception) may be 

positively associated with high self-efficacy beliefs regarding gender imitation and/or deception. 

Thus, we hypothesize that: 

H6. The higher oneÕs self-efficacy in attributing correct gender, the higher oneÕs self-
efficacy in gender deception. 
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Gender-based Communication, Motivation and Efficacy 

The extensive research on the psychological, social, and biological differences between 

males and females (conducted mostly in the context of Western cultures) supports the position 

that, in general, males and females exhibit significant differences in their use of language. 

Holmes (1988); (1995) argued that women tend to be more polite, give more compliments, 

reference their emotions more often, use more tentative language, and ask more questions, 

whereas men tend to be more opinionated, refer (or defer) more often to facts (Mulac et al., 

2001; Mulac et al., 1986), and use more direct forms of speech (Mulac et al., 2001; Mulac A. et 

al., 1988). Similar linguistic patterns have been found in electronic discourse, specifically in 

written text (Herring, 1995). Herring (1995) found many linguistic features that serve as clues to 

oneÕs gender in FtF environments can also serve as salient cues in online communications: 

verbosity, assertiveness, use of profanity, politeness (and rudeness), types of representations of 

smiling and laughter, and degree of interactive engagement. Thomson and Murachver (2001) 

found that participants could accurately identify a conversational partnerÕs gender based on 

gendered-linked linguistic features and styles. 

The extent to which people use gender-linked language in cue-lean asynchronous online 

communication (e.g., email, blog, or text) has been characterized as lacking social presence 

(Nowak, 2003). Herring (1995) conducted a study of men and womenÕs conversation on 

academic electronic bulletin boards and found interesting differences in terms of participation 

levels (men were more active and assertive) and linguistic style (women emoted more). Herring 

(1995) characterized men as being more forceful in their assertions, more self-promoting, 

presumptuous, rhetorical, authoritative, and confrontational, and exhibiting more humor and 

sarcasm. Women, by contrast, were more tenuous and apologetic in their assertions, made more 
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justifications, asked more questions, were more personal and supportive of others, and tended 

toward language that maintains rapport. Nowak (2003) reported that women tended to exhibit 

more social presence than men do in CMC environment. And, Lee (2007) found that males in 

particular conformed to masculine gender norms, and stereotypical men tended to resist social 

influence more than stereotypical women. 

Extant research also showed that males demonstrate increased levels of general self-

efficacy in mathematic problem-solving (Pajares & Kranzler, 1995; Pajares & Miller, 1994) and 

are also more likely to exhibit higher levels of specific self-efficacy in multiple contexts such as 

reading, learning (Pajares, 2002, 2003) and technology use (Huffman et al., 2013). In an 

elementary school information search study, Large et al. (2002) found gender differences in boys 

and girlsÕ collaborative Web search activities. Generally, boys tend to use fewer keywords when 

conducting a search and query online. Boys spent less time on single webpages, click hyperlinks 

more frequently, and are more active than girls. Lorigo et al. (2006) also found statistical 

significance in gender difference in terms of their information search behavior. Based on 

evaluating usersÕ interaction with the search task assignments using eye tracking technologies in 

the experiments, males tend to search further down on the abstract results lists of the returned 

query results, and represented more linear path in their eye movements whereas females tend to 

have repeated viewings on the abstracts and thus demonstrated more regression patterns. 

In general, males tend to display higher positive self-efficacy in task assignments online, 

and gender differences can typically play a role in the motivation to complete tasks. Thus, we 

must investigate gender-lined cognitive factors to understand how self-efficacy and motivation 

influence gender deception. Specifically, in the next hypothesis we examine gender differences 

based on self-efficacy in deception: 
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H7. Males have more positive self-efficacy beliefs in gender deception than females. 

Likewise, to determine whether males or females are more motivated to deceive, 

irrespective of context or topics, we further hypothesize that: 

H8. Males and females differ significantly in their motivation to deceive. 

Gender may influence not only a message senderÕs motivation to deceive but also the 

success rate of the message senderÕs deception. In a study of small task group communication in 

asynchronous online environments, Savicki et al. (1996a); (1996b) found that in contrast to all-

male groups, all-female groups were less likely to argue, more satisfied with the group decision-

making process, and more expressive in asynchronous online communication environment. This 

behavior is linked with high group development communication style (HCS), in contrast to the 

opposite behavior seen in all-male or in mixed-gender groups, called low group development 

communication style (LCS) (Savicki et al., 1999). Savicki et al. (1999) used this paradigm to 

study peopleÕs ability to deceive and attribute gender, and found that accuracy in gender 

attribution is higher (around 71%) when the message senders are male and when their language 

is in the typical all-male group style (M-LCS). The attribution accuracy is lower (around 55%) 

when the message senders are female and their language is in the typical female group style (F-

HCS).  

However, something interesting happens when research participants exhibit reverse 

gender stereotypes such as when participants communicate Òcontra-genderedÓ messages in cases 

of F-LCS and M-HCS. Messages are considered contra-gendered when they demonstrate the 

opposite of previously identified languageÐgender relationships (Savicki et al., 1999). In these 

instances, accuracy in gender attribution for M-HCS is much lower (around 40%), but accuracy 

for F-LCS is higher (around 66%). If we think of contra-gendered communication as a kind of 

ÒpretendÓ or ÒperformedÓ gender categoryÑ in which males use language that is more 
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stereotypically female and vice versaÑ then gender is socially reconstructed and can be used to 

form a virtual reality (Rodino, 1997). This is a scenario similar to what we explore in this 

research: the extent to which deception succeeds when males successfully communicate like 

females and females communicate like males. To understand how contra-gendered messages 

affect the successful outcome of deception, we hypothesize that: 

H9. Male message senders are more likely than female message senders to succeed in 
deceiving others about their gender in online communication. 

Gender-based Impersonation and Attribution  

How good are people at pretending to be the opposite gender? Herring and Martinson 

(2004) suggested that even when individuals are intentionally trying to deceive others about their 

gender, their use of words and sentences significantly relate to their real-life gender (p. 428). 

Herring and Martinson (2004) found that in a Turing game, participants assessed one anotherÕs 

gender on the basis of stereotypical content in their utterances (the action of speaking the words) 

rather than their use of gendered discourse styles (i.e., the overall flow of the debate or 

communication). They investigated how online users determine the veracity of stated identity 

from a message source and, moreover, how they imitate genderÑ as measured by peopleÕs ability 

to attribute gender accurately. Their results showed that participantsÕ judgments were wrong 

about half the time, with no better accuracy than random chance. Nowak (2003) also found that 

people tended to make wrong attribution about other participantsÕ biological gender. Rodino 

(1997) speculated that since the use of language in chats is more malleable than in FtF situations, 

the poor accuracy of gender attribution might be caused by the fact that gender can be socially 

reconstructed. Some chat players present gender with stable representations, whereas others may 

give contradictory performances, break out of binary gender categories, and re-create and 

redefine their gender attributes (Rodino, 1997). 
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Moreover, men and women tend to adopt different communication skills depending on 

self-efficacy factors. Bussey and Bandura (1984); (1992) reported that gender does influence 

respondentsÕ judgments as well as observersÕ cognitive competencies for making judgments. As 

people attribute the behavior of others, their attributions are often guided by preconceptions due 

to gender differences. For example, Bussey and Bandura (1999) found that boys tend to pay 

more attention to gender stereotypes than girls. Other contextual factors such as the social 

structural arrangements or social networks of human interactions also play critical roles in how 

gender is attributed. Previous research demonstrates that males typically have higher self-

efficacy beliefs in mathematical problem-solving, reading and writing skills (2002, 2003; 1995; 

1994), and we have hypothesized that males have more positive self-efficacy beliefs in the 

ability to deceive regarding gender (H7). To further understand how gender affects self-efficacy 

in attributing online gender deception, we further hypothesize that: 

H10. Males demonstrate higher self-efficacy beliefs than females in attributing online 
gender. 

While we may assert the importance of self-efficacy in gender attribution, the analysis by 

Savicki et al. (1999) notably showed no significant differences between male and female judges. 

Males were not more confident in their judgments (or attributions of gender-based messages) 

than females, and individualsÕ beliefs in the accuracy of their judgments did not correspond to 

accuracy in gender attribution. Likewise, Lee (2007) reported in a study of gendered language 

that yielded results suggesting that people are not skilled at detecting gender stereotypes online. 

In LeeÕs (2007) experiments, he set up an online game to facilitate the study of dispositional and 

situational factors that relate to the use of gender-linked language. This study found that 

individuals who do not exchange descriptive personal profiles (e.g., age, hobby, and preferences) 

were more likely to attribute correct gender from their communicatorsÕ linguistic cues. 
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Beliefs, perceptions, and preferences often vary between genders. Croson and Gneezy 

(2009) reported that males tend to be more trustful than females, but that males also tend to take 

more risks and be more confident; and their preferences tend to be context-specific. Interestingly, 

Eckel and Wilson (2004) found that gender influences trust decisions. Trust is not a problem of 

risk, but a problem of judgment. In a trust game, males tended to be more trusting than females 

when given only textual information about a game partner. However, other contextual factors 

(e.g., attractiveness and ethnicity) also influence trust decisions. For example, females were more 

trusting than males when participants were given a photo of the partner. When a participant was 

uncertain about a situation, he or she would inference all possible source of information to 

determine whether their game participant is trustworthy. NowakÕs (2003) study of gender 

attribution in participants who engaged in a desert survival exercise across networked computers 

found that the majority of participants were either wrong or unsure (69%) about the gender of 

their partner, and those who were unsure (confederate) were more likely to assign credibility to 

their partner (e.g., respondents were asked whether Òthe confederate was knowledgeable on the 

topic, professional, cooperative, and influentialÓ (Nowak, 2003, pp. 91 & 94). Even when 

women demonstrated higher ability in developing social presence on social media than men, 

Nowak (2003) found that attribution of credibility and immediacy involvement were not 

significantly different for men or women. Based on NowakÕs (2003) discovery, we investigate 

whether an observerÕs (i.e., detectorÕs or message recipientÕs) gender has an effect on the success 

outcome of deception, and thus hypothesize that: 

H11. Females have a higher success rate than males in detecting online gender 
deception. 

In a study of gender-preferential language during informal electronic exchanges, 

Thomson and Murachver (2001) found that per 100 words, female language was significantly 
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more likely than male language to contain emotion, personal information, modals, hedges, and 

intensive verbs. Other differences were observed: Female language contained apologies and self-

effacing comments, whereas malesÕ often did not; moreover, females asked more questions, 

whereas males stated more opinions. However, when Thomson and Murachver (2001) asked 

respondents to judge the gender of the author of these messages in the second experiment, they 

found, much like Savicki et al. (1999), that the gender of the judges had no effect on accuracy. 

Sixty percent of judges attributed gender successfully for 14 out of 16 messages (Thomson & 

Murachver, 2001). In a third experiment, Thomson and Murachver (2001) asked respondents to 

evaluate the gender of an author writing about gender-neutral topics by using a rating scale. The 

female version of these messages contained additional references to emotion, an apology, and an 

intensive adverb (e.g., ÒreallyÓ); the male version contained no apologies or intensive adverbs 

but did contain insults and longer sentences (Thomson & Murachver, 2001). These findings 

show that preconceptions of stereotypical gender-preferential language do play a significant role 

in how people attribute gender. People do judge a communicatorÕs gender based on gender-

preferential language, such as the use of more apologies by females and of more insults by 

males. Because male language styles are easier to recognize than female language styles, it may 

be easier for female deceivers to imitate a male than vice versa. Therefore, we hypothesize that: 

H12. Detectors that perceive message sendersÕ gender as male are less likely to attribute 
correct gender. 

Based on the review and above discussion, we have identified self-efficacy, motivation, 

and gender as major contributing predictor-factors in an online communicatorÕs ability to 

deceive, and to the success rate of his or her deception. These factors may also influence a 

detectorÕs ability to uncover deception. Our research hypotheses were further studied and tested 

in controlled experiments through an asynchronous online game. 
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METHOD OLOGY  

We designed an asynchronous online game for the purpose of controlled experiments 

where participants are assigned both gender roles at different times as they progressed through 

the study. This online game was designed to mimic social interactions in one-to-many5 

asynchronous communication while preserving each participantÕs privacy. The communication 

initiator was the message sender, whereas the message recipient was called the receiver (or 

detector). The influence of peripheral factors, such as affect and time were not measurable due to 

the asynchronous, randomized, and anonymous nature of the design and the difficulties of 

determining sentiment via textual communication. The research was specifically designed to 

study participantsÕ attribution of language use, and their cognitive perception of gender from 

online messages in the context of deception. ParticipantsÕ language use was not the subject of 

this investigation. 

Our studyÕs framework was designed to illuminate how a deceptive communicator (or 

deceiver) interacts with a potentially deceived participant in a one-to-many asynchronous online 

communication environment. It was also designed to determine to what extent people online are 

capable of deceiving message recipients about their gender, and whether people are capable of 

attributing gender when people are truthful or not truthful, and whether the level of knowledge 

about a topic influences efficacy in gender imitation and deception attribution. Within this 

framework, asynchronous social interactions were enabled by computer-mediated technologies. 

Research Design 

To create the contextually rich data structure needed to pursue our research aims, we 

                                                

5 One-to-many refers to a game setting where one player is given multiple chances to evaluate online 
communications from multiple players. 
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invited users of diverse existing social media ÒsocietiesÓ to a new sociotechnical game portal 

called the Virtual Funhouse6 (see Figure 2), which was staged on a social media platform (i.e., 

Facebook) and contained controlled scenarios in order to simulate social interactions. 

 
Figure 2. Virtual Funhouse Game Portal 

Virtual Funhouse is a live laboratory for conducting sociotechnical research in a game 

environment. During structured game-playing, we assess social actorsÕ cognitive constructs e.g., 

motivation, self-efficacy, and perceived gender based on their written language (i.e., 

asynchronous messages as usersÕ information behavior) in various online interactive scenarios. 

                                                

6 Virtual Funhouse is hosted at http://isensoranalytics.com/ where users (players) are authenticated through their 
Facebook accounts, with data collected and stored locally at the Florida State University. 
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Through this portal, we examine how online actors assess and attribute each otherÕs language 

(i.e., information behavior expressed in text communication) when gender is not explicit or 

apparent. 

In our study, participants were invited to endorse and tag statements based on their 

personal opinions. The Guess Who? game was designed to allow for random invitation of 

participants who entered the game through a Facebook portal. After participants gave their 

consent, they provided demographic information such as their gender (declared on the Facebook 

profile), which was considered ground-truth data in the context of the sampling frame. Game 

players were asked for their names and contact details and were told this information was for the 

purposes of remuneration. Table 1 shows the three phases of the study. 

Table 1. Study Design 
Study Phase Steps for Study Respondents 

Phase 1 
(truth-telling) 

!  Choose four topics and rate their own levels of domain knowledge. 
!  Provide statements or stories about those topics. 

  
Phase 2 
(attribution/detection) 

!  Attribute gender of the author of two anonymous statements. 
!  Rate their own knowledge and self-efficacy of given topics. 
!  Provide reasons for their attribution (gender assignment). 

  
Phase 3 
(imitation/deception) 

!  Imitate the opposite gender (provide statements as if they were the 
OPPOSITE gender). 

  
Exit game !  Provide self-efficacy and motivation ratings. 

!  Re-enter the game at Phase 2 to attribute a new set of statements and 
create new gender-deceptive statements (optional). 

 
This online game mechanism was designed to include three phases, and the game could 

be played multiple times. The first phase was the baseline phase (P1 in Figure 3). In this phase, 

we asked players to choose two topics and wrote their truth-telling statements based on the 

selected. We provided 62 topics, ranging from categories of current events to random topics 

(e.g., biking, laws, ways to waste time). Our goal was to provide categorical topics that were as 



26 

(culturally) gender neutral as possible. Game players were then asked to write about these topics 

in a few sentencesÑ either to explain what they knew about a particular topic or to tell a story 

about a particular topic. 

 
Figure 3. Game Design Schematics 

The second phase (P2 in Figure 3) also collected baseline data of the playersÕ natural 

state of attribution (detection phase). After players attributed gender based on the randomly 

displayed statements (by default randomness of the RAND() function in the MySQL database), 

the result of gender attribution (where 0 refers to successful gender deception/failed gender 

attribution, and 1 refers to successful gender attribution/failed gender deception) was 

immediately shown to the players. To ensure that players were not suspicious about the gender of 

respondents who wrote the statements they were attributing, the section in which players were 

asked to provide two statements about the same topics as if they were the opposite gender was 

shown last. In this phase, players were shown two statements written by other participants in the 

study, but players were not told under what circumstances (P1 baseline truth-telling or P3 

deception) the statement was written. Two of these statements were randomly generated by the 

default RAND() function in the MySQL database to randomly display the questions from the 
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dataset collected from the previous section. In this phase, respondents were asked to attribute 

gender to the statements and provide their confidence rating based on their attribution to those 

statements. 

The third phase of the game started the participantÕs training for gender deception (P3 in 

Figure 3; measures illustrated in Appendix A) by asking them to imitate the opposite gender; 

males were asked to give a statement using a female tone, and females were asked to give a 

statement using a male tone. In this phase, we asked players to provide one statement for each of 

the two topics they selected in Phase 1 but to write these statements with the purpose of imitating 

the opposite gender. In this statement, players were asked to write their statement based on the 

topic. 

Although this online game could be played multiple times by each player, based on the 

systemsÕ design, players did not evaluate their own statement, nor did they observe the same 

statement twice. After completion, players were given the choice to either replay or exit the 

game. However, we treated the data from these participants who re-entered into the study as a 

treatment group in Figure 3 and entered into the detection phase (P2 in Figure 3). If the players 

chose to replay the game, they were shown two statements written by other participants, asked to 

attribute gender to the statements, and asked to provide their confidence rating based on their 

attribution of the statements. In our database, we marked these players as the deception-training 

dataset because they were influenced by the P3 phase in which theyÕd been told to imitate the 

opposite gender. Then, players entered the deception phase (P3 in Figure 3; measures presented 

in Appendix A) where they selected two topics about which to write statements. Before exiting 

the game, players were asked questions about the strategies they used when pretending to be the 

opposite gender, the factors contributing to their successful gender attribution, their efficacy 
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rating for writing the deceptive statements, and their level of motivation. 

Participants 

Data were collected during the spring of 2013. The appropriate institutional human 

subjects committee approved the study7. All participants gave full informed consent. Participants 

were recruited through FtF campus activities, and also Facebook based on their availability from 

several US-based universities with an incentive of the chance to win an iPod shuffle. Participants 

were given options to select and deposit their statements based on 62 topics (Appendix B). The 

total number of participants was 134, and they consisted of 64 females (47.8%) and 70 males 

(52.2%). The participants directly assigned these gender categorizations from Facebook, which 

was verifiable with their biological gender. For all gender variables, the male group was coded as 

Ò1Ó and the female group as Ò0.Ó In our sample, there was no transgender representation. 

Therefore, the mean of each of these variables indicates the proportion of males in the variable. 

The 134 unique participants generated 413 records (n = 413) that were usable for statistical 

analysis. Of the 413 records, 50.6% of the message senders were female and 49.4% were male. 

Females accounted for 44.3% and males for 55.7% of the detectors. The average age of the 

overall sample was 22.6 years (mode and median age was 21) within a range of 18Ð58 years. The 

average age was 23.2 years for female participants and 22.1 years for male participants. 

ANALYSIS AND RESULTS 

Gender and Topics 

We ran a chi-square test for the dependency between the actual gender of the message 

sender and the choice of topics. The chi-square (! 2) result is significant (! 2 = 409.33, df = 58, p < 

                                                

7 Florida State University Institutional Review Board (IRB) approved human subject research with the approval 
protocols #2012.8928 and #2013.10760. 



29 

.001) meaning that the participants selected a wide range of topics of interests in their responses. 

The phi = .996 (p < .001) indicates a strong positive relationship between actual gender of the 

sender and 62 topics of interests. Additionally, we also ran a chi-square test for the dependency 

between the perceived gender of the message sender, and the frequency in choosing the topics. 

The chi-square (! 2) result is significant (! 2 = 117.51, df = 58, p < .001) with high degree of 

freedom (df = 58) meaning that the participants selected a wide range of topics of interests in 

their responses. The phi = .533 (p < .001) indicates a strong positive relationship between actual 

gender of the sender and 62 topics of interests. Although there are significant associations 

between topic and the (perceived) gender of the sender, (actual) gender of the sender, and task 

outcome (successful attribution of the actual gender), the expected count was less than 5 for each 

topic in greater than 20% of the cells in all of the chi-square tests. 

In the overall sample, the likelihood ratio is 143.945 (df = 58, p < .001) between topic 

and perceived gender of the sender; 565.595 between topic and gender of the sender (df = 58, p 

< .001); and 138.463 (df = 58, p < .001) between topic and successful gender attribution. In the 

first two cases, there was no significance in the directional measure of SomersÕ d suggesting that 

these variables are not necessarily associated in a directional relationship. Certain topics are 

gendered simply based on cultural/societal norms, which is not something we can control. 

However, 413 participants utilized 59 of our 62 topics across both genders. The exception 

occurred in the deceptive state subsample of the topic and gender of the sender analysis. Here the 

likelihood ratio is 372.421 (df = 40, p < .001) with SomersÕ d values of Ð.098 for symmetrical, Ð

.074 (p < .05) for gender of the sender dependent, and Ð.144 for topic dependent (p < .05). These 

negative and weak values imply that the participants may have been trying to be deceptive about 

their gender. Since topical statements presented to the participants for attribution were 
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randomized, the chances of each participant getting a truthful, deceptive, or a particular topic 

should be equal. 

Table 2 presents the mean (M) and standard deviation (SD) of each variable as well as the 

Pearson correlation coefficients among the variables. As expected, motivation to deceive was 

positively correlated with gender imitation self-efficacy (r = .382, p < .01) and negatively 

correlated with self-efficacy of correct gender attribution (r = Ð.194, p < .01). 

Table 2. Descriptive Statistics and Pearson Correlation Matrix (n = 413) 
Measure Mean SD 1 2 3 4 5 6 
1. Gender of sender .49 .50            
2. Perceived gender of 
sender 

.51 .50 -.14**          

3. Gender of receiver .56 .49 -.006 .058        
4. Motivation 4.79 1.71 -.245** -.102* -.04      
5. Attribution efficacy 4.65 1.75 .025 .086* .034 -.194**    
6. Imitation efficacy 4.24 1.14 .19** .071 -.028 .382** .272**  
7. Outcome .43 .49 .025 -.008 -.094* -.063 .027 -.047 
* p < .05; ** p < .01; Outcome: 0 = Successful Gender Attribution; 1 = Successful Gender 
Imitation/Deception 
 

Gender attribution efficacy was positively correlated with gender imitation self-efficacy 

(r = .272, p < .01). Gender of the sender was negatively correlated with the motivation to 

deceive (r = Ð.245, p < .01). Females (M = 5.21, SD = 1.36, n = 209) were significantly (t = 

5.10, df = 365.26, p < .01, equal variances not assumed) more motivated to deceive than males 

(M = 4.37, SD = 1.92, n = 204) in the overall sample. Gender of the communicator was also 

correlated with gender imitation efficacy (r = .19, p < .01); males (M = 4.46, SD = .99) were 

more confident (t = Ð3.99, df = 411, p < .01, equal variances not assumed) in their ability to 

imitate gender than females (M = 4.02, SD = 1.23). 

Our findings support studies that show humans are generally ineffectual lie detectors 

(Buller & Burgoon, 1996; Ekman & O'Sullivan, 1991). In our sample, participants were correct 

in attributing gender only 43% (SD = .49, n = 413) of the time, 7% less than chance. This result 
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is similar to what Herring and Martinson (2004) found in their Turing game study but much 

lower than the 50Ð58% lie detection rate of the general public as found by Frank et al. (2004). 

Our findings further suggest that humans are bad gender deception detectors in text-based online 

environments. In contrast to findings by Thomson and Murachver (2001), our results show in 

Table 3 which indicates that females were significantly more accurate (48.08%, SD = .50, n = 

183) in attributing gender than males (38.69%, SD = .48, n = 230) in the overall sample. 

Table 3. Mean Differences between Male and Female Participants 
Factor Males Females Analysis 

  M SD n M SD n t df p 
Successful Gender 
Attribution 

O .387 
(38.7%) 

.48 230 0.481 
(48%) 

.50 183 1.91 385.8 <.05*
   

 T .44 .50 78 .56 .50 60 1.37 136 >.05 

 D .35 .48 152 .43 .49 123 1.40 257.0 >.05  
Successful Gender 
Imitation 

O .559 
(55.9%) 

.49 204 0.584 
(58.4%) 

.49 209 -.51 411 >.05 

 T .47 .50 55 .51 .50 83 -.51 136 >.05 
 D .59 .49 149 .62 .48 126 -.61 273 >.05 
Note: O=Overall; T=Truthful; D=Deceptive;   = equal variances not assumed 
 
Order Effects 

Our study distinguished between the performances of participants playing the game for 

the first time from performance on subsequent attempts. It is possible that a learning curve might 

be involved where participants had not only submitted truthful and deceptive statements of their 

own already, but had also appraised the statements of other participants after the Phase 3. In 

order to identify whether a learning curve occurred where a participant could be a better imitator 

of the opposite gender by the end round of the game, an order effect was observed in the overall 

sample (including male and female participants) between the first and subsequent attempts (see 

Table 4). Successful gender attribution occurred at a rate of 50% (SD = .50, n = 138) in the first 

attempt (or truthful state) and at 39.27% (SD = .48, n = 275) in subsequent attempts at the 
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deceptive state. This drop in rate was significant (t = 2.06, df = 268.33, p < .05 with equal 

variances not assumed). Inversely, the rate of successful gender imitation significantly (t = 2.06, 

df = 268.33, p < .05 with equal variances not assumed) increased from a rate of 50% (SD = .50, n 

= 138) to 60.73% (SD = .48, n = 275) in the overall sample. 

Table 4. Differences between Truthful and Deceptive States 
Factor Truthful State  Deceptive State Analysis 

  M SD n M SD n t df p 

Motivation of Deception 5.14 1.16 138 4.61 1.69 275 2.99 411 <.01 
*Males 4.85 1.84 55 4.19 1.92 149 2.22 202 <.05 
Successful Gender 
Attribution 

.5 (50%) .50 138 .393 
(39.27%) 

.48 275 2.06 268.3 <.05   

Successful Gender 
Imitation 

.5 (50%) .50 138 .607 
(60.73%) 

.48 275 2.06 268.3 <.05   

Note:   = equal variances not assumed 
 

In summary, Table 4 suggests that subsequent attempts through the game may decrease 

the participantsÕ ability to correctly attribute gender and increase their ability to successfully 

imitate the opposite gender. However, this order effect was insignificant when comparing the 

rates for male and female participants as separate subsamples (see Table 3). 

Path Analysis 

A path analysis was conducted in Mplus 7 (MuthŽn & MuthŽn, 1998-2012) to further test 

the research hypotheses based on the proposed theoretical model (see Figure 1). The initial 

model had 19 parameters. A parameter was added to the model because it was theoretically 

meaningful and significantly improved the fit of data to the model. To compare models, the 

following indices were considered: the Akaike information criterion (AIC) (Akaike, 1973), the 

Bayesian information criterion (BIC) (Schwarz, 1978), and the chi-square difference test ("! 2). 

Because the key outcome variable, deception, was dichotomous (failure or success), a binary 

logistic regression function was used to conduct the path analysis. For each outcome variable, R2 
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was obtained. 

 
Figure 4. Parameter Estimates from the Final Path Analytic Model 

 

The initial model resulted in AIC = 4900.13 and BIC = 4976.58. Adding a regression line 

from perceived gender to the message senderÕs self-efficacy decreased AIC to 4888.99 and BIC 

to 4969.45. This added parameter significantly improved the fit of the data to the model ("! 2 = 

13.36, p < .01). Using perceived gender to predict the message senderÕs self-efficacy was 

theoretically meaningful because, according to social cognitive theory, gender role development 

is continually being constructed by a broad network of peers and societal influences (Bussey & 

Bandura, 1999). Although perceived gender of the message sender in an online communication 

context may affect the message senderÕs self-efficacy in deception, the current research design is 

not equipped to explain this relationship. Figure 4 presents the standardized path coefficients 

from the revised model. For the variables predicting the dichotomous outcome variable 

deception, path coefficients were presented in the logit unit. A positive value, zero, or negative 
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value of a logit means the likelihood of deception success is respectively higher, equal to, or 

lower than the likelihood of deception failure. Solid lines indicate that the path coefficients were 

significantly different from zero at # of .05, whereas dashed lines indicate that the path 

coefficients were not significantly different from zero. 

Self-Efficacy and Motivation 

Among the six hypotheses related to self-efficacy and motivation (H1ÐH6), only H1 and 

H6 were supported. As expected, the message senderÕs motivation (b = .545, p < .05) and self-

efficacy to detect deception (b = .354, p < .05) positively predicted the message senderÕs self-

efficacy to deceive. 

The H1 findings correspond to BanduraÕs (Bandura, 1977) claim that there is a close 

relationship between motivation and self-efficacy. Additionally, Bandura suggested that self-

efficacy in one area may be related to self-efficacy in other areas. Our study shows that the 

higher oneÕs self-efficacy in attributing correct gender, the higher oneÕs self-efficacy in gender 

deception (H6). Contrary to the H2 hypothesis, the message senderÕs motivation negatively 

predicted his or her self-efficacy to detect deception (b = Ð.193, p < .05). In addition, detectors 

who perceived the gender of the message sender as male had higher self-efficacy (b = .330, p < 

.05). The percentage of variance in the message senderÕs motivation, self-efficacy to detect, and 

self-efficacy to deceive as indicated by R2 was 6%, 4%, and 39%, respectively. 

Hancock et al. (2010) suggested that motivated liars are more successful in computer-

mediated online environments than in F2F circumstances. However, our study did not support 

H3 in that no significant difference was found between motivation levels of successful and 

unsuccessful gender imitators, and no significant relationship was found between motivation 

level and successful gender attribution. This might be caused by the motivational impairment 
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effect posited by DePaulo et al. (1988) that the stronger the deceivers are motivated to deceive, 

the more they will deliberately control their verbal and nonverbal cues, which reduced success in 

deceiving others. Our study confirms the findings by Burgoon and Floyd (2000) that motivation 

is not a good predictor of liarsÕ deceptive behavior. We speculate that the contrast between these 

studiesÕ findings was due to differences in research design. Participants were given a list of 

discussion topics as task assignments in Hancock et al. (2010), whereas participants in the 

present study were asked to write intentionally as the opposite gender on a chosen topic in the 

online communication environment. 

Previous research has indicated that individuals perform poorly when trying to identify 

deception in interpersonal relationships (Buller & Burgoon, 1996; Ekman & O'Sullivan, 1991; 

Frank et al., 2004). In online environment, the path coefficient from self-efficacy to successful 

gender deception was insignificant at an alpha level of .05. Therefore, H4 was not supported. 

Similarly, there was no significant path coefficient from gender imitation self-efficacy to 

successful gender deception; hence, H5 was not supported. 

Gender 

Among the six hypotheses related to gender (H7ÐH12), only H7, H8, and H11 were 

supported. The positive path coefficient indicated that males have higher mean scores on the 

outcome variable than females. The three hypotheses that were supported by the data are 

discussed in the following paragraphs. 

(1) Compared with females, males tended to report more positive self-efficacy beliefs in 

gender deception. The standardized mean difference between the two groups was .673, p < .05. It 

seems that males are more confident than females in their ability to deceive others about their 

gender in text-based online environments. Therefore, H7 was supported. This finding 
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corresponds with findings seen in (Croson & Gneezy, 2009; Dreber & Johannesson, 2008; 

Feingold, 1994). 

(2) Compared with males, females tended to be more positively motivated to deceive. 

The standardized mean difference between the two groups was b = .490, p < .05. Overall, 

although males tended to be more confident (H7), they were not more effective at imitating the 

opposite gender in practice. Interestingly, we found that female message senders were 

significantly more motivated than male message senders to imitate the opposite gender (H8). 

Accordingly, it seems that females who chose to replay the game were more motivated to imitate 

the opposite gender (H8). However, the factors behind this motivation and self-selection need to 

be investigated in future research. 

(3) Compared with males, females were more likely to be successful in gender detection, 

with b = Ð.402, exp(b) = .669, and p < .05. Thus, H11 was supported. However, the six 

predictors (message senderÕs gender, motivation of the message sender to deceive, self-efficacy 

of the message sender, perceived gender of the message sender, detectorÕs gender, and self-

efficacy of the detector) explained only a very small percentage of variance (2%) in the 

deception.  

The other three hypotheses (H9, H10, and H12) were not supported by the data. There 

was no significant difference in successful gender imitation rates between males and females 

(H9). Our findings suggest that neither gender is better than the other at imitating the opposite 

gender in text-based online environments. Thus, H9 was rejected. In addition, there was no 

significant difference in gender attribution efficacy between males and females (H10). In other 

words, while males have more positive self-efficacy beliefs in gender deception than females, 

(H7), males do not demonstrate higher self-efficacy in identifying gender fraud than females 
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(H10). Thus, H10 was not supported. 

Our findings concerning the accuracy of perceived gender seem to support the finding by 

Savicki et al. (1999) that gender attributions based on female-gendered language are more 

accurate in the context of contra-gendered messages. However, we found no significant 

differences in the likelihood of detection failure or success between detectors who perceived the 

message senders as males and those who perceived the message senders as females (H12). This 

means that the outcome of gender fraud is not influenced by peopleÕs perception of the 

deceiversÕ gender as being male or female. Thus, H12 was not supported. This suggests that the 

deceptive priming at the end of Phase 3 (see Figure 3) may have affected the participantsÕ ability 

to perceive gender accurately. 

Summary of Hypotheses Testing Results 

In the hypothesized model, four variables (including message senderÕs self-efficacy, 

motivation, detectorÕs self-efficacy, and deception success) were outcome variables. The 

percentage of variance explained by their predictors ranged from very smallÑ only 2% for 

deceptionÑ to largeÑ 39% for message senderÕs self-efficacy. It suggests that for those outcome 

variables where only small percentages of variance are explained, the predictors included in this 

model (including gender, message senderÕs self-efficacy, and motivation) are not good predictors 

for success of deception. Particularly for deception (with 2% variance explained), only one out of 

the six predictors showed a significant path coefficient (i.e., detectorÕs gender). Although the 

detectorÕs gender was a significant path coefficient for successful gender attribution (females 

were better than males), the rate of successful gender attribution was still below chance. The 

hypotheses of this research model are summarized in Table 5. 
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Table 5. Research Findings 
Hypotheses Results 

Hypotheses Related to Motivation and Self-Efficacy  

H1. The higher the motivation of message senders to deceive, the higher 
their self-efficacy beliefs. 

Supported 

H2. The higher the motivation of message senders to deceive, the higher 
their self-efficacy to detect othersÕ online gender deception. 

Not Supported 
(but statistically 
significant) 

H3. The higher the motivation of message senders to deceive, the easier it 
is for them to deceive others about their true gender. 

Not Supported 

H4. The higher the self-efficacy beliefs of detectors, the easier it is for them 
to identify online gender deception. 

Not Supported 

H5. The higher the self-efficacy beliefs of message senders, the higher their 
chances of succeeding in online gender deception. 

Not Supported 

H6. The higher oneÕs self-efficacy in attributing correct gender, the higher 
oneÕs self-efficacy in gender deception. 

Supported 

Hypotheses Related to Gender  

H7. Males have more positive self-efficacy beliefs in gender deception than 
females. 

Supported 

H8. Males and females differ significantly in their motivation to deceive. Supported 

H9. Male message senders are more likely than female message senders to 
succeed in deceiving others about their gender in online communication. 

Not Supported 

H10. Males demonstrate higher self-efficacy beliefs than females in 
attributing online gender. 

Not Supported 

H11. Females have a higher success rate than males in detecting online 
gender deception. 

Supported 

H12. Detectors that perceive message sendersÕ gender as male are less 
likely to attribute correct gender. 

Not Supported 

 

CONTRIBUTIONS TO RESEARCH AND PRACTICE 

This study informs ongoing computer-mediated gender deception research and 

illuminates the multifactorial process of online deception. Our work has contextualized extant 

research findings by evaluating gender deception within the very environmental conditionsÑ

computer-mediated asynchronous communication systemsÑwhere the problem is found to be 

most prevalent in the real world (Brady & George, 2013). Context-specific factors (e.g., 
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asynchronous online communication, random display of discussion topics, and random 

assignment of gender role play) were incorporated into our research design to ensure that the 

findings address our theoretical understanding of this phenomenon, and validate the complex 

social-cognitive process of gender influence on self-efficacy and motivation of the deceiver in 

relation to the message recipientÕs gender and self-efficacy in detecting deception. Previous 

research has found that humans are not reliable detectors of deception (Ekman & O'Sullivan, 

1991; Frank et al., 2004; Whitty, 2002). Our study confirms that female participants were better 

than male participants at attributing gender in asynchronous online environments. However, this 

finding further suggests that the concept of gender is complex and multifaceted, and warrants 

further researchÑ particularly in the areas of gender identity and deception in online spaces. 

Deceivers may tend to adopt contra-gendered strategies to hide their deceptive motives. 

Cognitive factors (such as motivation and self-efficacy) for both message senders and recipients 

may not be good predictors of deception largely due to the interchangeable play of the gender 

roles (based on the study design). As people are more aware of the gender deception 

phenomenon, they become more skeptical about stereotypical gender-linked language 

representation, which may influence the ability to attribute and identify correct gender. To 

increase the predictive power of these cognitive variables, further research should include 

behavioral predictors, such as message sendersÕ perceived credibility, competence for social 

presence, consistency of information presentation, language use, and message recipientsÕ 

trustfulness and degrees of bias. 

Nonetheless, this study contributes to the understanding of online gender deception by 

examining gender difference as a key control factor. Gender appears to have an effect on a 

message senderÕs motivation to deceive. Our study found that males have higher positive self-
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efficacy beliefs in gender deception, whereas females have a higher success rate in detecting 

gender deception. However, no gender difference was found associated with successful 

deception (i.e., the success of gender deception). Likewise, there was no gender difference 

associated with self-efficacy beliefs related to correctly attributing gender online. Although 

message senders may be motivated to deceive, their motivation does not make it easier for them 

to do so. Their chances for actual success in online deception are not positively correlated with 

self-efficacy beliefs. Overall, the higher the motivation of message senders to deceive, the lower 

the belief in their ability to detect online gender deception. Likewise, the higher the message 

recipientÕs self-efficacy belief, the easier it is for them to identify online gender deception. 

Our sample comprised experienced users of online social media environments, which 

represent the context of our investigation. Although the majority of the participants were 

undergraduate students and the sample may not be representative of the general population in all 

dimensions, increased generalizability was achieved because our research participants were 

randomly recruited and data from participantsÕ truthful and deceptive statements were randomly 

displayed to participants who were in the detector mode by using the RAND() function in 

MySQL. This indicates that the chances of participants getting a truthful, deceptive, or a 

particular topic should be equal. Our study also suggested that no significant differences were 

found in the likelihood of gender attribution success or failure based on the perceived gender of 

the message sender. Thus, while topics of discussion may be perceived as gendered (e.g., 

knitting s vs. football), these perceptions did not impact the success or failure of the deception. 

Deceptive communications can pose a considerable threat when they drive online 

transaction fraud, theft of credentials and intellectual property, and threats against national 

security. Online communicators must frequently determine whether the source of messages is 
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legitimate and whether the identity of the communicator is validly represented. An online userÕs 

ability to assess credible information (Hilligoss & Rieh, 2008; Liu, 2004; Rieh, 2002) is essential 

in protecting their information privacy and online safety (Lopez & Sebe, 2013). A practical 

finding of this study is its identification of gender as a factor in detecting gender deception in 

social media relationships, and deceptive friend requests for social, financial or business 

relationships. The study also contributes to the domains of detecting Òspear phishingÓ attacks 

where targeted online users are psychologically manipulated by deceivers with various strategies 

in the context of asynchronous communication. 

LIMITATIONS  AND FUTURE RESEARCH 

As with all laboratory experiments, the proposed research design did not aim to maximize 

predictions through a complete path model and thus exhibits certain inherent limitations. In our 

laboratory experiments, certain controls (i.e., usersÕ limited interactions were controlled in 

asynchronous online environment, interchangeable gender role plays were randomly displayed, 

and different phases of deception and detection on randomized topics) were implemented at the 

expense of contextual realism and generalizability of results in pursuit of precise measurement of 

online usersÕ behaviors. Although one may argue that using online games as a research medium 

may be overly simplified or artificial, that social cues are few in text-only online environments, 

and that no actual face-to-face interactions were drawbacks in this study, these limitations can 

help clarify online deceptive communications in a significant percentage of incidents such as 

gender fraud, where a communicator might be deceptive in an asynchronous online transaction. 

In contrast to the synchronous interpersonal computer-mediated discussions designed and 

conducted by Ho, Hancock, Booth, Liu, et al. (2016); (2015; 2016), our research design 

displayed asynchronous, randomized true or deceptive text messages to participants. The 
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difference in research design may have introduced different results. First, this research design 

may decrease the participantsÕ ability to correctly attribute gender and increase their ability to 

successfully imitate the opposite gender. However, the order effect was not observed as being 

significant when comparing the rates for male and female participants as separate subsamples. 

Second, as McCornack (1992); (1992) suggested, relationships and historical knowledge 

between actors can be an important baseline factor in attributing truth or deception to 

communications. Our study design did not foster long-term relationships between participants. 

Participants in this asynchronous text-based game were unable to interpret or attribute deceptive 

or truthful behavior through the kind of cues and behaviors readily observable in synchronous 

and/or FtF communication. Likewise, participants were unable to build on the knowledge of 

previous interactions with each other. There was no chronology and trust-building activities in 

participantsÕ relationships over time. 

Participants were recruited from the universities located in the United States, which 

indicates that the samples were drawn from Western, Educated, Industrialized, Rich and 

Democratic (WEIRD) population (Henrich et al., 2010). Although the thin slice of the samples 

does not represent the general humanity, this study however represents those who regularly 

communicate using modern computer-mediated technologies. Due to random recruitment, the 

numbers of participants in the study were slightly unequal in terms of gender. This unequal 

distribution of male and female participants may have been an issue and produced a bias in the 

analysis and findings. Although no player was given this information, the randomness of the 

research design affords message recipients an equal chance to attribute gender. In addition, 

participants who had non-binary genders were not appropriately represented or facilitated by our 

choice of authentication and research design. 
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Future research will include investigation of cognitive factors related to the identification 

of trustworthy message sources, as well as communicators who seek to obfuscate their identities 

in terms of gender, trust, topic of interest, as well as other characteristics. We expect that our 

findings will assist both practitioners and researchers in developing a richer understanding of the 

phenomenon of deceptive online communication and the role of gender in computer-mediated 

deception, including identity fraud. We plan to conduct content analysis of strategies and 

language use for gender imitation as provided by respondents, with linguistic analysis of the 

actual text they employed to imitate the opposite gender so as to compare them with grammatical 

concepts and gender-linked language features, respectively. Future research designs may use 

synchronous online environments to clarify the influence of time and relationship history on acts 

of deception. 

CONCLUSION 

The dangers of deceptive communications have grown over the past several years as 

more individuals have crossed the digital divide to participate in a wide range of online activities, 

from transactional electronic commerce to digital government and a wide range of computer-

mediated social interactions. In this milieu, the critical role of trusted online communication 

requires that we understand the cognitive factors involved in detecting deception. This study can 

inform the future construction of gender deception research models, including computational 

deception learning systems. Through these efforts, we hope to establish the basis for a practical 

understanding of the multifactorial aspects of gender deception in online communication. 
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APPENDIX A: MEASUREMENT DETAILS S 

P1: Gender Imitation (Truth -Telling Baseline Phase) 

Topic (Selected from dropdown menu): Please choose a topic and describe what you know about a 
given topic or tell a story involving that topic. 

Topic 1: Topic 2:  
Describe what you know about the topic you select or tell a story involving that topic. Please write a 
few statements about this topic. (Textbox has a 200-character limit.) 
P2: Gender Attribution (Detection Phase) 

Display [Topic 1] statement Outcome selection: Male or Female? 
Display [Topic 2] statement Outcome selection: Male or Female? 
Gender Attribution Self-Efficacy 

How confident you were in choosing the gender of the message sender for the topic? 
Topic 1: (From Phase 2) 1 2 3 4 5 6 7 
Topic 2: (From Phase 2) 1 2 3 4 5 6 7 
P3: Gender Imitation (Deception Phase) 

For this section, we'd like you to imagine you were trying to fool someone about your gender. Please 
write a couple of sentences about each of the four topics you discussed earlier, only this time, please 
pretend you are the opposite gender. Again, please write 3 to 5 sentences. You could describe what 
you know about a given topic or tell a story involving that topic, but you must do so as if you are the 
opposite gender. 

Topic (Selected from dropdown menu): Please choose a topic and describe what you know about a 
given topic or tell a story involving that topic. 

Topic 1: Topic 2:  
Describe what you know about the topic you select or tell a story involving that topic. Please write a 
few statements about this topic. (Textbox has a 200-character limit.) 
Gender Imitation Motivation 

Finally, on a scale of 1 to 7, where 1 is "not at all motivated," 4 is "average," and 7 is "extremely 
motivated," how motivated were you to successfully come across as the opposite gender? 
Topic 1: 1 2 3 4 5 6 7 
Topic 2: 1 2 3 4 5 6 7 
Gender Imitation Self-Efficacy 

How confident you were in successfully imitating the opposite gender for the topic? 
Topic 1: 1 2 3 4 5 6 7 
Topic 2: 1 2 3 4 5 6 7 
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APPENDIX B: 62 TOPICS 

Topics 
Cricket Horror Movies Stamp 

collecting 
Comedy Movies Scrapbooking Club 

Spelunking Painting Volleyball The Hunger Games-
Literature 

Documentaries Gospel-
Music 

Recycling Cars Information 
Security 

Camping The Great Gatsby-
Literature 

Gangnam 
style 

World of War 
Craft 

Video Gaming Hockey Harry Potter Fox News Model 
building 

Knitting Baseball Dubstep-Music Tubing Decorating Basketball 
Canoeing Cooking CNN News Tennis Crime Novels Rally Racing 

Shopping online K-Pop-Music Metal-Music Fishing Rock-Music Ballet 
RTS (real-time 
strategy) 

Samba NASCAR To Kill a 
Mockingbird-
Literature 

Warcraft Accounting 

Romantic 
Novels 

Ways to Waste 
Time 

Environment 
Issues 

Macarena Facebook Privacy Country-
Music 

Football MMORPGs Olympics Theatre Hunting YouTube 
Soccer Hiking     

 

 

 


