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ABSTRACT 

National Water-Quality Assessment Program (NAWQA) was designed just after the U.S. 

Geological was established. The primary objective of the NAWQA was to understand the key 

processes controlling contaminant fate and transport into the Nation’s water resources. In 

particular, wide use of pesticides and fertilizers in agricultural field can impact on the quality of 

surface and ground waters. Contaminants can be carried to the water bodies by several ways. In 

colloid-facilitated transport process colloidal particles serves as a transport media for the 

contaminants. Colloid release from the agricultural soil under unsaturated conditions is 

controlled by the hydrodynamic force, capillary force and electrostatic force that is determined 

by the solution chemistry in terms of solution ionic strength and pH. In this research, colloid 

release from the agricultural soil was investigated using an intact soil column collected from an 

agricultural site in Gadsden County of Florida. Colloid release was monitored and the colloid 

release curve was simulated using an implicit, finite-difference scheme to obtain the colloid 

release coefficient. It was found that the hydrodynamic force and electrostatic force overcame 

the capillary force under the experimental conditions of this research and consequently, colloids 

were released. For the colloid release, solution chemistry played a key role by controlling the 

colloid repulsive electrostatic force within the pore system. Colloid release exponentially 

decreased with the increase of solution ionic strength and increased with the increase of solution 

pH. Colloid release was finally found to be correlated to the colloid repulsive electrostatic force 

within the pore system, i.e., the greater the repulsive electrostatic force, more colloids were 

released. In situ colloid mobilization and transport has been studied under both saturated and 

unsaturated conditions. In saturated conditions, the controlling parameters are solution ionic 

strength and pH. Colloid mobilization and transport have been modeled by the advection-

dispersion equation with a first-order colloid release. The inverse version of these models can 

provide a platform to estimate transport parameters based on transport observations. In this 

research, we taken the advantages of existing contaminants transport models by fully utilizing 

them to investigate colloid interactions with the surrounding environment and provide parameter 

constraints for colloid transport modeling applications under saturated conditions. In natural 

systems, colloids present a potential health risk due to their propensity to associate with 

contaminants or in the case of certain biological colloids, inherent pathogenic nature. Although 

colloidal interactions have been studied for many years and much has been learned about the 
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physical and chemical processes that control colloid retention, there still remains significant 

uncertainty about the processes that govern colloid release. The aim of this study was to 

investigate the release of in situ colloids as a function of soil depth. Colloid release from intact 

agricultural soil columns with variable length was investigated. Colloid release curves were 

simulated using an implicit, finite-difference scheme and colloid release rate coefficient was 

found to be an exponential function of the soil depth. The simulated results demonstrated that 

transport parameters were not consistent along the depth of the soil profile. Wetting agents wet 

hydrophobic soil by lowering the cohesive and/or adhesive surface tension, which allows the 

water to spread out more evenly and allows for better penetration into the hydrophobic soils. 

While enhancing water penetration, wetting agent applications may bring adverse impact on the 

soil and groundwater at the same time. The residual organic phase in the soil pores poses a long-

term source of groundwater contamination. After use, residual wetting agents and their 

degradation products are discharged to groundwater or directly to surface waters, then dispersed 

into different environmental compartments. In order to assess their environmental risks, we need 

to understand the distribution, behavior, fate and biological effects of these surfactants in the 

environment. This research was designed to investigate the application of nonionic wetting 

agents in agricultural soils. Performance of nonionic surfactants in intact soil columns collected 

from agricultural soils was explored and related to the soil and wetting agent properties. In 

addition, the impact of the organic concentration of wetting agent fate and transport was 

investigated. The transport of wetting agents in the agricultural soil columns was simulated using 

the proposed transport models and subsequently, the effect of organic compounds on wetting 

agent transport was quantified. 



� �

CHAPTER ONE 

OVERVIEW  

This dissertation has been divided into total six chapters. First chapter is the overview for all 

chapters. It also summarizes briefly the content of each chapter. 

Second chapter of dissertation deals with colloid release and transport from an agricultural soil 

was investigated at variable solution chemistry using intact soil columns under unsaturated 

conditions. Column experiments conducted in the lab to obtain the breakthroughs. These 

breakthroughs were simulated using Hydrus 1D, an implicit, finite-difference scheme to obtain 

the colloid release coefficients. The interactive forces associated with colloids were also 

quantified. The findings of this research are, the hydrodynamic force and electrostatic force 

overcame the capillary force under the experimental conditions of this research and consequently 

colloids were released. Water chemistry played important role by controlling the colloid 

repulsive electrostatic forces.  

Third chapter deals with the transport of the colloidal clay particles under saturated conditions at 

variable ionic strength. Silica sand was used as a porous media and clay particles colloidal 

solutions were introduced into the column from top.  Colloidal clay particle breakthroughs were 

simulated against the proposed colloid transport model using implicit, finite-difference scheme to 

obtain the colloid transport parameters. Colloid interactive forces were also estimated. Colloids 

transport under saturated conditions was controlled by interactions with the surrounding 

environment. Electrostatic forces were dominating and those were greatly impacted by solution 

ionic strength. With increasing ionic strength, the deposition of colloidal clay particles increased 

owing to the fact that increased ionic strength compressed the double layer and accommodated 

more colloidal particles. Transport parameters displayed meaningful relationship with ionic 

strength which can be used to predict the colloidal clay particles transport in the subsurface.  

In chapter four, in situ colloid release and deposition was investigated as a function of the depth 

of the column under unsaturated conditions. Three different length intact soil column were used 

for this research. Colloid release breakthroughs were simulated using an implicit, finite 

difference scheme and colloid release rate coefficients were estimated. The simulated results 
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demonstrated that transport parameters were not consistent with the depth of the column. Top 

part of the column released more colloids and less colloids were deposited, whereas, bottom of 

the column had more deposition and less release. 

In chapter five, performance of nonionic surfactants were investigated in agricultural soils. Intact 

soil columns were used under unsaturated condition to investigate the mechanism of transport of 

nonionic surfactant transport. Glucose has been used to investigate the impact of organic 

compound on the transport of the surfactant. Batch adsorption isotherms for Naphthalene and 

Phenanthrene were conducted to estimate the parameters. Based on column experiments, 

retardation of nonionic surfactant was manifested by delayed breakthroughs in presence of 

organic compound in comparison of absence of the organic compound. 

At last, chapter six, demonstrate the conclusion on various part of my research work.     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



� �

CHAPTER TWO 

COLLOID RELEASE AND TRANSPORT FROM AGRICULTURAL SOI L 

AS IMPACTED BY SOLUTION CHEMISTRY 

2.1Introduction 

Naturally occurring colloidal particles are involved in many important processes in the 

subsurface zone (Grolimund and Borkovec 2006; Kanti Sen and Khilar 2006). Due to the 

importance of these processes in the subsurface environment, the transport of colloidal particles 

has been studied in several disciplines, including soil sciences, petrology, and hydrology, etc. 

Specifically, in environmental engineering, colloid release and transport in porous media has 

been extensively investigated, which is motivated by environmental concerns such as colloid-

facilitated contaminant transport in groundwater and the subsurface soil (Ryan and Elimelech 

1996; Kjaergaard, Moldrup et al. 2004; Karathanasis and Johnson 2006). Colloid release is 

resulted from physical alteration of subsurface porous media. Despite the potential importance of 

colloid mobilization, experimental investigations of colloid release in natural porous media are 

scarce, and the detailed mechanisms of release and transport of colloids within natural porous 

media are poorly understood (Laegdsmand, Villholth et al. 1999; Torkzaban, Kim et al. 2010). 

Pore media structure, properties and flow dynamics, etc. are factors that affect colloid 

generation, mobilization, and subsequent transport (Liu, Lazouskaya et al.). A thorough 

understanding of colloid release and transport, especially of colloid release mechanisms is 

required to assess the potential colloid-facilitated contaminant transport (Shani, Weisbrod et al. 

2008).  

Possible mechanisms of colloid generation in the subsurface soil include precipitation, erosion 

and mobilization by changes in pH and ionic strength and colloid release depends on a balance of 

applied hydrodynamic and resisting adhesive torques and forces. The coupled role of solution 

chemistry and fluid hydrodynamics thus play key roles in controlling colloid release and 

transport. Previous studies have shown that colloid release is more sensitive to changes in 

solution chemistry at low infiltration rates (Ryan and Gschwend 1994; Torkzaban, Kim et al. 

2010). Colloid release in saturated porous media with pre-deposited colloids under steady flow 

conditions has been investigated and the results indicated that mobilization of deposited colloids 
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is negligible when flow rate and solution chemistry were not altered, but did occur when a 

change in solution chemistry such as solution ionic strength and pH was made to the system 

(Torkzaban, Kim et al. 2010). Changes in solution chemistry lead to variations in electrostatic 

forces between colloids and the porous media by influencing the electric double layer. After 

release, colloid transport is believed to be controlled by its interactions with the surrounding 

environment (Bradford, Yates et al. 2002; Shani, Weisbrod et al. 2008).  

Impact of solution chemistry on colloid release was investigated in this research using an intact 

soil column collected from an agricultural site in Gadsden County, Florida under constant and 

low flow rate conditions. The column was irrigated with solutions of varying ionic strength and 

pH. Colloid release was monitored and the colloid release curve was simulated using an implicit, 

finite-difference scheme to obtain the colloid release coefficient. With the increase of solution 

ionic strength, colloid repulsive electrostatic forces decreased, and subsequently, colloid release 

decreased. With the increase of pH, colloid repulsive electrostatic force increased, leading to 

more colloid release. Colloid release displayed a linear exponential relationship with respect to 

the repulsive electrostatic forces between colloids and the porous media. 

 

1.1 Materials and Methods 

2.2.1 Column Experiments 

In situ colloid release and mobilization was evaluated in intact soil columns collected from an 

agricultural site in Gadsden County of Florida. The columns (10.0-cm ID ´  60.0-cm length) were 

vertically oriented. For each run of the column experiments, nano-pure de-ionized was applied 

using a sprinkler from the top by a peristaltic pump (Masterflex, Cole-Parmer, Vernon Hills, IL) 

at an irrigation rate of 0.05 cm/min. To study the impact of ionic strength on in situ colloid 

release, the sterilized nano-pure de-ionized water was adjusted with 1 M NaCl to reach a final 

ionic strength of 0.03 M, 0.05 M and 0.07 M. This ionic strength range was selected to mimic the 

possible ionic strength scenarios of subsurface transport. To study the impact of pH on in situ 

colloid release, pH of the sterilized nano-pure de-ionized water was adjusted with 1M HCl or 1 

M NaOH to pH of 4, 5.5, 8.5 and 10. This pH range covers the typical pH range of natural 

subsurface environment. For each column experiment, the flow was kept steady state, i.e., with 



� �

inflow equal outflow rate for an extensive period of time until colloid outflow concentrations 

stabilized. For each of the experiment, a new sediment column was used. 

During the experiments, matric potential inside the columns was monitored and recorded using a 

Campbell Scientific CR-7X datalogger (Campbell Scientific, Inc.). Using the matric potential 

information, water content within the columns was quantified by fitting the van Genuchten 

equation (Toride 1995), 

         

� � � � � � � �	 
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���� �                                                                           (2.1) 

 

Where, Se is the effective saturation (-); a is the inverse of the air-entry potential (cm-1); h is the 

matric potential (cm-H2O); and n is the parameter related to pore size distribution (-).Using 

pressure-plate measurements, a and n were determined to be 0.025 cm-1 and 0.177 and � s and � r 

were found to be 0.389 and 0.058 respectively. Se is related to water volumetric content as 

follows (Toride 1995), 
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Where �  is the volumetric water content (cm3/cm3); � r is the residual water content (cm3/cm3); 

and � s is the saturated water content (cm3/cm3).  

The elution was collected by a fraction collector and the colloid concentration was measured 

using a spectrophotometer against a calibration curve generated using the in situ colloid as a 

reference. Colloid release is controlled by a kinetic desorption (Bradford, Yates et al. 2002; 

Lenhart and Saiers 2002; Bradford, Simunek et al. 2003; Chen and Flury 2005):  
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where C is the colloid concentration in the liquid phase (g/m3); S is the colloid concentration on 

the sediments (mg/g); t is time (min); Dz is the apparent dispersion coefficient (m2/s); �  is the 



� �

bulk density (g/m3), Jw is the specific flow rate, i.e., Darcian fluid flux; z is the coordinate 

parallel to the flow (cm); and �  is the first-order colloid release coefficient (min-1). For colloid 

release, a constant flux was used for the upper boundary, i.e., JwC(0, t) = 0, and a zero gradient 

was assumed for the lower boundary, i.e., 0z/CDz =¶¶q . The initial conditions for colloid 

release were C(x, 0) = 0 and S(x, 0) = S0. For matric potential, Jw was used for the upper 

boundary and a constant potential of -10 cm-H2O was set for all times as the bottom boundary 

condition. The initial condition for each series was set to the measured potentials at the 

beginning of each experiment (-45 cm-H2O). For colloid release simulations, the initial colloid 

source S0 for each breakthrough curve was obtained by integrating the experimental 

breakthrough curves to obtain the total amount of colloids eluted. The governing (equation 2.1) ~ 

(equation 1.4) were solved simultaneously with the Hydrus-1D code (Simunek et al., 1998). The 

colloid release and transport data were fitted by adjusting the dispersion coefficient Dz and the 

colloid release coefficient � . 

2.2.2 z-potential Measurements  

To calculate the electrostatic force, z-potential of the colloid particles was measured. Eluted 

colloid particle size was fist measured for particle size distribution using a Malven Zetasizer 

3000 Hsa (Malvern Instrument Ltd., Malvern, Worcs, UK), which was in the range of 200 nm to 

650 nm. z-potential of the colloids was quantified from their electrophoretic mobility in the 

elution corresponding to ionic strength of 0 M, 0.03 M, 0.05 M and 0.07 M as well as at pH of 4, 

5.5, 8.5 and 10 by dynamic light scattering (Zetasizer 3000HAS, Malvern Instruments Ltd., 

Malvern, UK). Each measurement was repeated 5 times and average results were reported.  
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2.2 Results and Discussion 

2.3.1 Colloid Release and Mobilization  

The infiltration event was followed by a steady state flow phase, where matric potential 

remained constant for the sensors along the length of the column (Figure 2.1). According to the 

van Genuchten equation, the effective water content along the length of the column was 54%, 

70% and 76%, respectively from the top to the bottom. This data demonstrated that water content 

was not uniform in the column. Corresponding to the infiltration, colloids were observed to be 

released and mobilized. The in situ colloid release and mobilization curves were characterized by 

a self-sharpening front, which became broader and diffuser at the elution limb (Figure 2.2). The 

long-lasting tails of the curves indicated kinetic-controlled colloid release from the porous media 

in the columns. The colloid release coincided with the arrival of the infiltration front at the 

bottom of the columns.   

�

Figure 2.1: System Matric Potential 
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With the increase of ionic strength, less colloids were released and mobilized as manifested by 

the smaller peak concentrations of the colloid release and mobilization curves (Figure 2.2). With 

the increase of pH, more colloids were released (Figure 2.3). By integrating the colloid release 

and mobilization curves, the accumulative amount of colloid release for each irrigation event was 

calculated. Accordingly, the accumulative amount of colloid release decreased with the increase 

of ionic strength (Figure 2.4) and increased with the increase of pH (Figure 2.5). Colloid release 

and mobilization curves were simulated against equation (2.3) and equation (2.4) against 

Hydrus-1D. Hydrus-1D is an implicit, finite-difference scheme, which optimizes colloid release 

coefficient by minimizing the sum of squared differences between observed and fitted data using 

the nonlinear least-squares method (Toride 1995). The simulation process was based on the 

assumption that colloid release occurred simultaneously and kinetically. Within the range of 

ionic strength and pH conditions of this research, colloid release coefficient had a similar trend 

with those of accumulative colloid release with the increase of ionic strength and pH (Figure 2.4 

and Figure 2.5).  

 

 

Figure 2.2: Colloid Release Curves under Different Ionic Strength Conditions 
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2.3.2 Colloid z potential Values at Different Ionic Strength and pH Conditions 

The colloids had negative z potential values when eluted by nano-pure de-ionized water. With 

the increase of ionic strength, z potential exponentially increased (Figure 2.6). The increase of z 

potential with the increase of ionic strength became moderate when ionic strength reached 0.05 

M. The increase of z potential with the increase of solution ionic strength was attributed to the 

fact that the Stern layer got closer to the surface owing to the compression of the double layer. 

Within the pH range of this research, z potential linearly decreased with the increase of pH 

(Figure 2.7).   

 

 

Figure 2.3: Colloid Release Curve under Different pH Conditions 

 

2.3.3 Colloid Release and Colloid Interactions  

Colloid release in the subsurface soil was attributed to rolling by hydrodynamic forces. The 

detachment criterion under water unsaturated conditions is given by the torque balance (Sharma, 

Chamoun et al. 1992): 
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Where Fs is the shear force (N); H is the water film thickness (m); Fcap is the capillary force (N); 

�� is the critical filling angle (degree); and R·sin�  is the radius of the contact area on which the 

capillary force acts (m). Fs is calculated by (Sharma, Chamoun et al. 1992): 
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Figure 2.4: Cumulative Colloid Released and Colloid Release Coefficient  
as a Function of Ionic Strength 
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Figure 2.5: Cumulative Colloid Released and Colloid Release Coefficient  
as a Function of pH 

�

Figure 2.6: �  Potential as a Function of Ionic Strength 
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Figure 2.7: �  Potential as a Function of pH 

 

Where µ is the water dynamic viscosity (N�s/m2) and V is the fluid velocity measured at a 

distance H/2 from the surface of the pore wall. If colloids are completely covered with water, 

then H/2 = R, radius of the colloid. Fcap is calculated as (Chateau, Moucheront et al. 2002): 
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Where �  is the water surface tension (N/m) and �  is the colloid-water contact angle (degree) and 

was determined to be 24.5o for this research. We approximated the fluid velocity V as the pore 

water velocity. If the left-hand-side of equation (2.5) is larger than the right-hand-side, colloids 

are released.  

The value of the right-hand-side of equation (2.5) was heavily relied on FEL. Since colloids were 

originated from the porous media surfaces, we assumed that the media surface had similar z 

potential values as the colloids. Therefore, the electrostatic force between colloids and the porous 

media was repulsive. The distance-dependent repulsive electrostatic force, FEL between colloids 

and the porous media can be evaluated by (van Oss 1994): 



� �� �

%,- � 5== >
?

@
�9A >� A>( BC D

�E� FGH

��� FGHI � � A>�
( � A >(

( 
 BC� � � J �(K@ 
 �    (2.8) 

 

Where e and e0 are the relative dielectric permittivity of water (78.55 for water at 25oC) and 

permittivity under vaccum (8.854 × 10-12 C/V×m) respectively; R is the colloid radius (m); 1/k is 

the Debye-Hückel length, which is also an estimation of the effective thickness of the electrical 

double layer; y is the distance between colloid surface and the porous media surface measured 

from the outer edge of the sphere (m); and y 01 and y 02 are potentials at colloid and porous media 

surfaces (V), which can be calculated by (Dukhin 1993): 
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Where, z is the zeta potential measured at the slip plane (V); z is the distance from the colloid or 

porous media surface to the slip plane (m); and R* is the radius of the colloid or the porous 

media. The �  value in above equations can be estimated by (Chen and Flury 2005): 
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Where e is the charge of the electron (1.6 × 10-19 C); � i is the valence of each ionic species (-); ni 

is the number concentration of ions of each species in the bulk liquid (number/m3); k is the 

Boltzmann constant (1.38 × 10-23 J/K); and T is the absolute temperature (K). The typical 

distance from the colloid surface or silica sand to the slip plane, i.e., z is usually in the range of 

0.3 nm to 0.5 nm. 0.5 nm was used for this research. 

For this research, the capillary force was up to 4.12 × 10-7 N and the electrostatic force was in the 

range of 2 × 10-7 N to 4.23 × 10-5 N (Table 2.1). Therefore, the electrostatic force was the 

controlling force for colloid release under the conditions of this research. Especially, when the 

electrostatic force was greater than the capillary force, hydrodynamic force was not that 

important for colloid release, instead, it contributed to colloid mobilization. By plotting the 

colloid release coefficient against the electrostatic force, it was found that the colloid release 

coefficient increased linearly with the increase of the repulsive electrostatic force (Figure 2.8). It 
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should be noted that the electrostatic force was evaluated at the equilibrium distance, i.e., y = 

1.57 × 10-10 m when colloids physically contacted the media surfaces (van Oss 1994).  

 

Table 2.1: � -Potential and Colloid Electrostatic Force, FEL 

Ionic strength (M ) �  Potential (mV)  FEL (10-5 N) 

0 -65.5  2.54 

0.03 -34.6 0.78 

0.05 -25.7 0.39 

0.07 -21.6 0.27 

 

pH �  Potential (mV)  FEL (10-5 N) 

4.0 -7.1  0.03 

5.5 -34.5  0.70 

8.5 -67.2 2.67 

10.0 -84.6 4.23 

 

 

Figure 2.8: Colloid Release Coefficient as a Function of Electrostatic Force 
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CHAPTER THREE 

MOBILIZATION AND TRANSPORT OF COLLOIDAL CLAY 

PARTICLES IN POROUS MEDIA UNDER SATURATED CONDITION S 

3.1 Introduction 

With the advance of modern civilization, many regions of the United States contain a legacy of 

contamination from past industrial and agricultural activities. Chemicals including metals, 

organic compounds, and pesticides were discharged for decades, resulting in a buildup of large 

quantities of contaminated sites requiring remediation (Ehrlich and Holdren 1971; Arrow, Bolin 

et al. 1995; Vitousek, Mooney et al. 1997; Bridges and Oldeman 1999; Goudie 2000).  

Especially, at Hanford and other facilities of Department of Energy, radioactive wastes stored in 

the underground storage tanks have leaked into the vadose zone, contaminating the soil with 

radionuclides (e.g., Cs, Am, Pu).  Results from field studies have demonstrated that soil colloids 

may be released to drainage water at high concentrations during rainfall events at these 

contaminated sites (El-Farhan, Denovio et al. 2000; Villholth, Jarvis et al. 2000; Petersen, Holm 

et al. 2003).  It is generally recognized that mobile soil colloids may facilitate the transport of 

strongly sorbing contaminants through the vadose zone with a possibility to contaminate the 

groundwater (de Jonge, Jacobsen et al. 1998; de Jonge, de Jonge et al. 2000; Villholth, Jarvis et 

al. 2000; Petersen, Holm et al. 2003).  Laboratory and field studies have demonstrated co-

transport of contaminants sorbed to suspended colloids or association of contaminants with 

colloids in drain or groundwater is the dominating contaminant transport mechanism in the 

subsurface.  These contaminants include pesticides such as DDT (Vinten, Yaron et al. 1983; 

Jorgensen and Fredericia 1992) and prochloraz (de Jonge, Jacobsen et al. 1998; Villholth, Jarvis 

et al. 2000), herbicides such as atrazine (Sprague, Herman et al. 2000) and glyphosate (de Jonge, 

de Jonge et al. 2000), metals such as Pb, Cs, Cu and Zn (Grolimund, Borkovec et al. 1996; 

Karathanasis 1999; Flury, Mathison et al. 2002; Chen and Flury 2005), etc.  Above observations 

provide ample evidences that colloid mobilization can facilitate the movement of strongly 

sorbing contaminants in the subsurface.  To preserve our invaluable natural resources, there is a 

clear need to understand the processes that control in situ colloid mobilization and transport in 

the soil.  
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In situ colloid mobilization and transport has been studied in different geological formations 

under both water saturated (Ryan and Gschwend 1994; Ryan and Elimelech 1996; Grolimund 

and Borkovec 1999; Lenhart and Saiers 2003; DeNovio, Saiers et al. 2004) and unsaturated 

conditions (de Jonge, Jacobsen et al. 1998; Laegdsmand, Villholth et al. 1999; Villholth, Jarvis et 

al. 2000; Kjaergaard, Poulsen et al. 2004). In saturated systems, the master variables controlling 

in situ colloid mobilization are solution ionic strength and pH (Elimelech and Omelia 1990; 

Ryan and Elimelech 1996; Kretzschmar, Borkovec et al. 1999).  The dominant effects of these 

variables have been demonstrated in various experiments with sand (Elimelech and Omelia 

1990; Roy and Dzombak 1995; Lenhart and Saiers 2003) and repacked soil (Silliman 1996; Roy 

and Dzombak 1997; Flury, Mathison et al. 2002).  Besides ionic strength and pH, rapid 

infiltration and fracture flow have also been suggested as colloid release mechanisms; 

specifically, shear stress is thought to be the driving force (Kaplan, Sumner et al. 1996; Ryan and 

Elimelech 1996).  In the unsaturated vadose zone, colloid mobilization is also controlled by 

solution ionic strength and pH.  In addition, the liquid-gas interface also plays an important role.  

Owing to the presence of the liquid-gas interface, colloid release is subject to capillary forces 

(Wan and Tokunaga 1997; Veerapaneni, Wan et al. 2000).  Several studies have indicated that 

colloids can associate to the liquid-gas interface (Wan, Wilson et al. 1994; Wan and Tokunaga 

1997) or be strained in water films thinner than the colloid diameters (Wan and Tokunaga 1997).  

It is recently experimentally demonstrated that colloids in unsaturated porous media 

preferentially associate with the liquid-gas-solid interface (Crist, McCarthy et al. 2004; Pang, 

Close et al. 2005) or more precisely the liquid-gas meniscus and solid interface, where the water 

film thickness approaches the size of the colloidal particles (Zevi, Dathe et al. 2005).  This 

interpretation is supported by thermodynamic considerations which suggest that, during transport 

of typical subsurface colloids in unsaturated sediment columns, the colloids do not attach to the 

liquid-gas interface itself, but are rather retained near thin water films which have similar 

thickness as the colloidal diameters (Flury, Czigany et al. 2004; Chen and Flury 2005).  Upon 

expanding the water film thickness by re-saturating the sediments, retained colloids can 

quantitatively be recovered in the outflow, showing that the retention of the colloids are 

reversible and mainly controlled by the degree of water saturation (Chen and Flury 2005; Crist, 

Zevi et al. 2005).  Increasing water saturation leading to increased colloid mobilization has been 

observed repeatedly (El-Farhan, Denovio et al. 2000; Lenhart and Saiers 2003; Kjaergaard, 
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Moldrup et al. 2004).  Field studies have also demonstrated that greater colloid mobilization 

coincides with increasing water flux, indicating shear forces contribute to in situ colloid 

mobilization (El-Farhan, Denovio et al. 2000; Villholth, Jarvis et al. 2000; Petersen, Holm et al. 

2003).   

Colloid mobilization and transport have been modeled by the advection-dispersion equation with 

a first-order colloid release (Roy and Dzombak 1997; Kretzschmar, Borkovec et al. 1999).  First-

order colloid release is believed to be valid if the colloid detachment step is rate-limiting 

(Kretzschmar, Borkovec et al. 1999).  Using unsaturated re-packed quartz sand columns with 

pre-deposited colloids, it has been postulated that the first-order colloid release rate coefficients 

depend in an exponential fashion on the colloid concentration of the sediments (Saiers and 

Lenhart 2003).  Researchers also use the rate-limited model with a first-order diffusive mass 

transfer to describe in situ colloid release from intact soil columns (Kjaergaard, Moldrup et al. 

2004).  Grolimund and Borkovec (Grolimund and Borkovec 1999) observed that colloid release 

from packed natural soil materials did not follow simple first-order kinetics, but rather multiple 

first-order kinetics with an uneven distribution of release rate coefficients.  All above-mentioned 

mathematical models have been developed based on mass balance equations that describe the 

mobilization and transport of soil colloids in two-phase or three-phase media.  Accordingly, 

numerical solutions for these models are obtained by using finite difference schemes to provide 

estimates of colloid concentrations and significant sensitivities to model parameters are 

discovered.  These models are powerful in describing colloid mobilization and transport in the 

subsurface under both saturated and unsaturated conditions.  In addition, the inverse version of 

these models can provide a platform to estimate transport parameters based on transport 

observations.  Since the inverse version modeling is solved by different kinds of numerical 

methods, the simulated results of the mobilization and transport parameters can be anything as 

long as a good fitness is achieved.  To account for this problem, some transport modeling 

software such as Hydrus provides parameter constraints (i.e., minimum and maximum allowable 

values for the simulation) (Šim� nek 1998). And yet, we are still facing the challenge to 

accurately estimate these constraining values.     

 

Understanding in situ colloid mobilization and transport is of significant importance for 

sustaining long-term groundwater safety at the contaminated sites.  Since colloid mobilization 
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and transport in the subsurface are closely related to contamination spreading, we have the 

obligation to accurately quantify colloid fate and transport to predict potential threat in the 

subsurface.  We will take the advantage of the existing contaminant transport models by fully 

utilizing them.  In this research, we will investigate colloid interactions with the surrounding 

environment and provide parameter constraints for colloid transport modeling applications.   

 

3.2 Materials and Methods 

3.2.1 Colloidal Clay Particles 

The colloidal clay particles used in the experiments were clay particles collected from the landfill 

site of Gadsden County in Northwest Florida. Soil samples were collected around 1 meter below 

the surface, 30 meters away from the landfill. After sampling, collected soil samples were 

immediately placed in a Styrofoam cooler and sealed and shipped back to the laboratory. A sieve 

analysis was performed for the soil samples. Briefly, 600 ~ 700 g soil was weighed and placed in 

a drying oven for approximately 10 days at 30°C. After the samples were determined to be 

thoroughly dry, the dry weight was recorded. During drying, all samples were broken up with a 

pestle and mortar. A stack of sieves was arranged from top to bottom in the respective order of 

decreasing sieve size openings, i.e. sieve number 4, 10, 20, 40, 60, 100, 140, and 200. A pan was 

placed after the 200 sieve. The dry soil samples were placed on a sieve shaker for 15 minutes. 

The total weight of the soil samples retained on each sieve was then determined. Based on the 

sieving analysis, around 1.1% of the particles were found to be smaller than 75 	 m, i.e., passing 

through the 200 sieve. 10 g of the soil samples that passed through the 200 sieve were then 

dispersed by sonication in de-ionized water to make a suspension. After settling for 24 hours, the 

supernatant was decanted and collected and used as the stock solution for the experiments. The 

suspended particle size was measured using a Malven Zetasizer 3000 Hsa (Malvern Instrument 

Ltd., Malvern, Worcs, UK), which was in the range of 200 nm to 650nm.  

To study the impact of ionic strength on colloidal clay particle interactions and transport in silica 

sand, the colloidal clay particle suspension was adjusted with 1 M NaCl to reach a final ionic 

strength of 0.01 M, 0.03 M, 0.05 M, 0.07 M, and 0.1 M. This ionic strength range was selected to 

mimic the possible ionic strength scenarios of subsurface colloidal clay particle transport.  
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3.2.2 Porous Medium  

The porous medium used for this research was silica sand from Fisher Scientific (8 mesh). After 

rinsing with de-ionized water, it was treated with sodium acetate, hydrogen peroxide, sodium 

dithionate and sodium citrate to remove organic matter. Silica sand was saturated with Na+ using 

1 M phosphate-buffered saline (pH 7.0). Before column experiments, the column were stabilized 

by extensive flushing with de-ionized water until the electrical conductivity of the outflow was 

less than 1 dS/m. 

 

3.2.3 Column Experiments  

Column experiments were conducted using an acrylic column of 2.5 cm ́  15 cm (Kimble-

Kontes, Vineland, NJ, U.S.A.). The column was oriented vertically and sealed at the bottom with 

a custom frit to permit the flow of water and retain the medium. Silica sand was packed in the 

column through CO2 salvation to eliminate air pockets. Colloidal clay particle suspension was 

introduced to the column by a peristaltic pump from the top at a flow rate of 0.33 ml/min. For 

each run, one pore volume of colloidal clay particle suspension at variable ionic strength was 

pumped into the column. The column was then flushed with de-ionized water alone for up to 50 

pore volumes until no colloidal clay particles could be detected in the elution. The elution was 

collected by a fraction collector and was measured for colloidal clay particle concentration using 

a Shimadzu UV-1650 PC Spectrophotometer at a wavelength of 285 nm, based on which the 

curves of colloidal clay particle concentration versus time, i.e., the breakthrough curves, were 

generated. For each column run, three runs were performed, and the inconsistency of the 

breakthrough curves was within 5% (95% CI).   

 

3.2.4 Modeling and Simulations 

Under saturated conditions, colloid transport is controlled by kinetic adsorption instead of 

equilibrium adsorption processes, which has been proven to be true for colloid transport in sand 

columns (Matijevic 1981; Bradford, Yates et al. 2002; Lenhart and Saiers 2002; Bradford, 

Simunek et al. 2003; Chen and Flury 2005):  
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Where, C is the colloid concentration in the liquid phase (g/m3); Dz is the apparent dispersion 

coefficient (m2/s); q is the specific discharge (Darcian fluid flux) (m/s); k1 is the deposition 

coefficient (s-1); kdes is the colloid desorption coefficient (s-1); � b is the bulk density (g/m3); Cr is 

the retained colloid concentration (g/g); z is the axial coordinate (m); and t is time (s).  

The deposition coefficient describes the deposition of colloidal clay particles on the media 

during transport. As the deposition of the colloidal clay particles refers to the portion that cannot 

be recovered in the effluent, it reflects the irreversible adsorption during transport. According to 

Uniceand Logan (2000), dispersion can be neglected in calculating particle collision efficiencies 

in both laboratory and field experiments. The deposition coefficient can be described by the 

colloid filtration model that is used to explain the removal of colloidal-sized materials during 

filtration in packed-bed systems (Harvey and Garabedian, 1991): 
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Where, dg is the diameter of the porous medium grain (m); a the collision efficiency; and h the 

single-collector efficiency. 

In equation (3.3), the level of a is controlled by colloid-sediment interactions and by the amount 

of previously attached colloids (Rijnaartset al., 1996). For this study, as the mean grain diameter 

of the media was three orders in magnitude greater than that of the colloids and the ratio of the 

colloids to the medium grains was in the range of 1 to 10, the fractional surface coverage of the 

colloids on the media was very small. The blocking function was thus minimal (Johnson and 

Elimelech, 1995) and straining was excluded (Rijnaartset al., 1996).  Therefore, a is solely 

determined by colloid-sediment interactions and can be calculated by: 
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Where, fr is the fraction of recovery, Pe is peclet number. 

 

3.2.4.1 Determination of h 

The single collector efficiency h represents the ratio of the rate at which particles strike a 

collector to the rate at which particles approach a collector. Disregarding the effects of 

gravitational forces in deposition and also disregarding the effects of straining (an assumption 

that should also be valid because the colloids are so much smaller than the medium grain), h is 

given by (Tienet al., 1979), 
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Where, 
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        (3.6) 
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          (3.7) 

 

 

Here p = (1-q)1/3; m fluid viscosity (1.002 ́ 10-3 N· s/m2 for water at 20oC); dp colloid diameter 

(m); k Boltzmann constant (1.38048 ´  10-23 J/K); and T absolute temperature (K).  
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3.2.4.2 Determination of a0 and B 

For irreversible particle deposition occurring in a packed column of spherical collectors, the 

collector surface coverage q may be obtained as a function of time from experimental particle 

breakthrough data according to the relationship (Ryde, Kallay et al. 1991), 
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Where, Rp is the particle radius; Rc collector radius; C0 is column inlet particle concentration; C 

is column effluent particle concentration corresponding to time t; L is the packed bed column 

length (m). 

The dynamics of particle deposition in porous media are perhaps best illustrated as the changing 

rate at which collector surfaces are covered by particles. Thus, a can be determined based on the 

fraction recovery in the effluent (Kjaergaard, Moldrup et al. 2004), 
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Where, Pe is the Peclet number, which can be obtained from studying the BTCs of a 

conservative tracer based on equation (3.10) (Bradford, Simunek et al. 2003; Chen, Flury et al. 

2005), 
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Where, s is the standard deviation and t  measured average residence time for the tracer in the 

reactor (sec), determined by: 
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In equations (3.11 and 3.12), C is the measured concentration of the tracer at the outlet of the 

column (g/m3) and t is elapsed time from the initial injection of the tracer (sec).   Furthermore, f  

and a with respect to elapsed time were determined using equations (3.8 and 3.9), based on 

which the relationship between f  and a was derived. By fitting the corresponding f  and a values 

into equation (3.2), a0 and B were obtained. 

 

3.3 Results and Discussion 

 

3.3.1 Colloidal Clay Particle Transport at Different Ionic Strength Conditions 

Under the ionic strength conditions used in this research, colloidal clay particles were retained in 

silica sand during transport. All colloidal clay particle breakthrough curves displayed a narrow 

self-sharpening front, which became broader and more diffused at the elution limb (Figure 3.1). 

The long-lasting tails of the breakthrough curves indicated kinetic-controlled colloidal clay 

particle retention in the column. With the increase of ionic strength, more colloidal clay particles 

were retained in silica sand as manifested by the smaller peak concentrations of the breakthrough 

curves.  

Colloidal clay particle breakthrough curves were simulated against the proposed colloid transport 

models using an implicit, finite-difference scheme (Figure 3.1). All the parameters were 

optimized by minimizing the sum of squared differences between observed and fitted 

concentrations using the nonlinear least-squares method (Toride 1995). The models were based 

on the assumption that colloidal particle deposition and desorption occurred simultaneously and 

kinetically. Within the range of ionic strength conditions used in this research, there was a 

general trend that the deposition coefficients k1 increased while desorption coefficients kdes 

decreased with the increase of ionic strength (Table 3.1). Consistent with the breakthrough 

observations, colloidal clay particles had the least deposition coefficient, i.e., k1 = 0.761 min-1 at 
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ionic strength 0.01M and a moderate deposition coefficient, i.e., k1 = 1.217 min-1 at ionic 

strength 0.1M.  

 

Table 3.1:  Simulated Colloid Transport Parameters in Silica Sand 

Ionic Strength k1 (min-1) kdes (min-1) R2 

0.01M 0.761 0.189 0.8862 

0.03M 1.012 0.145 0.8675 

0.05M 1.214 0.164 0.7987 

0.07M 1.042 0.13 0.9412 

0.1M 1.217 0.145 0.8467 
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Figure 3.1:  Colloid Breakthrough Curves at Variable Ionic Strength Conditions 
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Based on the breakthrough curves (Figure 3.1), collision efficiency factor, 
  was obtained 

through finite difference scheme simulations. For the clay colloids, 
  displayed an exponential 

decay format with elapsed time (Figure 3.2). At neutral ionic strength, 
  found to be higher and 

decreased with the increasing ionic strength. At 1 pore volume and 0.1M ionic strength, 
  was 

0.06, whereas, at 1 pore volume and neutral ionic strength, 
  was 0.09. At higher elapsed time, 

the deviation of 
  due to ionic strength effect reduced. Fractional surface coverage, � , calculated 

according to (Equation 3.8), showed a diffuse increase front with increased elapsed time, which 

became moderate after 1 pore volume (Figure 3.3). Impact of ionic strength on �  at lower pore 

volume was negligible. The sudden increase in �  was observed in between the pore volume of 

0.5 to 1. After one pore volume �  became steady. At higher ionic strength and pore volume, the �  

was higher. For ionic strength of 0.1M, �  was 0.0015 and at neutral ionic strength, �  was 0.0004. 

Collision efficiency factor 
  demonstrated a linear relationship with fractional surface coverage, 

�  (Figure 3.4). A sudden drop in 
  was observed at the beginning of � , and thereafter � -
  relation 

was linear. For neutral ionic strength, 
  was observed to be 0.14 at very low � . With increasing 

ionic strength, 
  was lower for any � . In Figure (3.4), the intercept equaled to the clean bed 

collision efficiency, 
 0, and the blocking factor, B was calculated by dividing the slope by 
 0.  
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Figure 3.2:  Collision Efficiency Factor as a Function of Pore Volume  
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Figure 3.3:  Fractional Surface Coverage as a Function of Pore Volume  
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Figure 3.4:  Collision Efficiency Factor as a Function of Fractional Surface Coverage at Different 
Ionic Strength 
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2.3.2 Colloidal Clay Particle Interactions with the Porous Medium 

When colloidal clay particles and silica sand are both negatively charged or positively charged, 

electrostatic forces between colloidal clay particles and silica sand are repulsive, which serve as 

the barrier to prevent colloidal clay particles to get close to the medium. These repulsive 

electrostatic forces operate in the range of several tens of nanometers. Once colloidal clay 

particles overcome the repulsive barrier and get close to the medium surface with the aid of 

hydrodynamic forces, electrostatic forces drop dramatically owing to the superimposition of the 

double layers, and Lifshitz-van der Waals forces become the actual driving forces (Adamczyk 

and Weronski 1999). These affix force FLW-FEL is plotted as a function of clean bed collision 

efficiency, Ln
 0 (Figure 3.5), and blocking factor, B (Figure 3.6). Affix force was increased 

exponentially with increasing Ln
 0, whereas, affix force decreased linearly with decreasing LnB.  
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Figure 3.5: Clean Bed Collision Efficiency as a Function of Affix Force, FLW – FEL at 
Equilibrium Distance 
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Figure 3.6:  Blocking Factor as a Function of Affix Force, FLW – FEL at Equilibrium Distance 
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CHAPTER FOUR 

COLLOID RELEASE AND TRANSPORT MODELING IN 

AGRICULTURAL SOILS 

4.1 Introduction 

Colloidal particles are defined as the small discrete solid-like particles indigenously present in 

natural porous media which can be mobilized by means of hydrodynamic and other forces 

(Bergendahl and Grasso 2000; Shang, Flury et al. 2008). The colloidal particles generally 

possess electric surface charge on their surfaces with dimensions of micrometers. A variety of 

inorganic and organic materials exist as colloids. These small colloidal size ranged particles are 

mostly composed of clay minerals (McCarthy and Shevenell 1998). Several potential sources of 

mobile colloidal particles in subsurface media have been identified, including in situ 

mobilization of particles that are naturally present, formation of colloidal particles by 

precipitation from super-saturated solutions and direct introduction of colloidal particles into the 

subsurface (Thompson and Scharf 1994; Thomas and Chrysikopoulos 2010). Colloidal processes 

are important in many natural and engineered systems. In natural systems, colloids present a 

potential health risk due to their propensity to associate with contaminants or in the case of 

certain biological colloids, inherent pathogenic nature (Molin and Cvetkovic 2010; Molin, 

Cvetkovic et al. 2010; Sen 2011). If stable in solution these colloidal particles and any co-

adsorbed contaminants can be transported significant distances (Chen, Flury et al. 2005; 

Bolshov, Kondratenko et al. 2011). Although colloidal interactions have been studied for many 

years and much has been learned about the physical and chemical processes that control colloid 

retention, there still remains significant uncertainty about the processes that govern colloid 

release.  

Under steady and uniform flow, colloid release can be linked to hydrodynamic forces and DLVO 

forces. The statics of the release process has been analyzed for fine particles adhering to a pore 

surface using balanced DLVO forces and hydrodynamic forces to satisfactorily describe the 

conditions necessary for release. The forces that can mobilize a colloid particle attached to the 

matrix surface due to a physical perturbation area torque causing the particle to roll along the 

surface (Shang, Flury et al. 2008).Colloid release in the subsurface soil was attributed to rolling 
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by hydrodynamic forces. The detachment criteria under water unsaturated conditions are given 

by the torque balance (Sharma, Chamoun et al. 1992): 
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Where, Fs is the shear force (N); H is the water film thickness (m); Fcap is the capillary force (N); 

Ø is the critical filling angle (degree); and Rsin�  is the radius of the contact area on which the 

capillary force acts (m). Fs is calculated by (Sharma, Chamoun et al. 1992): 
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The statics of the release or detachment of fine particles induced by hydrodynamic forces is more 

complex than that induced by colloidal forces because hydrodynamic forces may act in more 

than one direction.  

Mathematical models for colloid release are usually based on the advection-dispersion equation 

(ADE) with colloid release formulated as first-order kinetics (Roy and Dzombak 1995; Gravelle, 

Peysson et al. 2011). Successful applications of these types of models have been observed in 

laboratory column studies (Hornberger, Mills et al. 1992). Most of these models are based on the 

ADE under steady-state saturated flow conditions. In above models, colloid release rate is 

usually considered to be constant along the depth of the soil, which is true under low water 

content conditions. Consequently, colloid concentration would display exponential increase with 

the travel distance. However, a growing body of laboratory scale column experiments suggests 

that the colloid concentration profiles increase non-exponentially under high saturation 

conditions. Reported differences in deposition profile shape under high water saturation 

conditions indicate apparent increase in colloid release rate coefficients with the water content, 

which is attributed to variations in pore structures, grain size, hydrodynamics and solution 

chemistry (Tufenkji, Redman et al. 2002; Tufenkji, Redman et al. 2003; Li, Scheibe et al. 2004; 

Bradford and Toride 2007). Therefore, colloid models should be modified to incorporate a 

distribution of colloid release rate coefficient. 
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The aim of this study was to investigate the release of in situ colloids as a function of soil depth. 

Colloid release from intact agricultural soil columns with variable length was investigated. 

Colloid release curves were simulated using an implicit; finite-difference scheme and colloid 

release rate coefficient was found to be an exponential function of the soil depth. The simulated 

results demonstrated that transport parameters were not consistent along the depth of the soil 

profile. 

 

4.2 Materials and Methods 

In situ colloid release and mobilization was evaluated in intact soil columns collected from the 

agricultural site in Gadsden County of Florida. Soil size and size distribution were quantified by 

sieve analysis and the soil water retention properties and hydraulic conductivity were measured 

using a pressure plate. Columns with different lengths (10.0-cm ID ́10.0-cm length, 10.0-cm ID 

´ 20.0-cm length and 10.0-cm ID ´ 30-cm length) were used in this study. The soil columns were 

collected from representative locations of the field to better reflect the soil properties. The intact 

soil columns were obtained by gently hammering PVC columns with fitted circular metal cutting 

edges down into the soil while they were being held vertical by metal-banded hoops. In order to 

detect compaction, the vertical distance between the top edge of the columns and the inside soil 

surface was measured and compared to the vertical distance between the top edge of the columns 

and the outside soil surface prior to extraction of each soil column. No compaction was detected. 

Soil was then gently removed from around the column to extract the columns. Once intact 

columns were extracted, metal cutting edges were removed and end fittings were mounted. The 

column experiments were conducted under unsaturated conditions with the columns vertically 

oriented. Along the length of the columns, tensiometers were evenly mounted. Depending on the 

length of the column, 2, 3 and 3 tensiometers were mounted to the 10, 12.5, and 15-cm length 

columns, respectively. For each run of the column experiments, nano-pure de-ionized water was 

applied using a sprinkler from the top by a peristaltic pump (Masterflex, Cole-Parmer, Vernon 

Hills, IL) at an irrigation rate of 100 ml/min. The elution was collected by a hanging water 

column in a fraction collector. The colloid concentration was measured using a 

spectrophotometer against a calibration curve generated using the in situ colloid as the reference. 
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The size, size distribution and z-potential of the colloids were measured using a zetasizer 

(Malven 3000 Hsa).  

During the experiments, matric potential inside the column was monitored and recorded using a 

Campbell Scientific CR-7X datalogger (Campbell Scientific, Inc.). Water content within the 

columns was predicted by fitting the van Genuchten equation (Toride 1995), 
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Where, Se is the effective saturation (-); a is the inverse of the air-entry potential (cm-1); h is the 

water potential (cm-H2O); and n is the parameter related to pore size distribution (-).Using 

pressure-plate measurements, h and n were determined to be 0.025 cm-1 and 0.177 and � s and � r 

were found to be 0.389 and 0.058 respectively. Se can be calculated based on the water 

volumetric content (Toride 1995), 
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Where, �  is the volumetric water content (cm3/cm3); � r is the residual water content (cm3/cm3); 

and � s is the saturated water content (cm3/cm3). 

Colloid release was controlled by a kinetic desorption and was described by (Bradford et al. 

2002; Lenhart & Saiers 2002; Bradford et al. 2003; Chen & Flury 2005):  
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Where, C is the colloid concentration in the liquid phase (g/m3); S is the colloid concentration on 

the sediments (mg/g); t is time (min); Dz is the apparent dispersion coefficient (m2/s); qm is the 

moisture content (moisture volume divided by the total volume of the porous media) (m3/m3); q 
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is the specific flow rate, i.e., Darcian fluid flux (m/sec); � b is the bulk density (g/m3), z is the 

coordinate parallel to the flow (cm); Se is the air-water interfacial area (m2/m3); and �  is the first-

order colloid release rate coefficient (min-1). For colloid release, a constant flux was used for the 

upper boundary, i.e., JwC(0, t) = 0, and a zero gradient was assumed for the lower boundary, i.e.,  

0z/CDz =¶¶q .The initial conditions for colloid release were C(x, 0) = 0 and S(x, 0) = S0. For 

matric potential, Jw was used for the upper boundary and a constant potential of -10 cm-H2O was 

set for all times as the bottom boundary condition. For each series of the column experiment, a 

fresh column was used. For colloid release simulations, the initial colloid source S0 for each 

breakthrough curve was obtained by integrating the experimental breakthrough curves to obtain 

the total amount of colloids eluted. 

 

4.3 Results and Discussion 

The infiltration event was followed by a steady state flow phase, where matric potential 

remained constant for the sensors along the length of the column (Figure 4.1). In this research, 

one tensiometer was built in the middle of every 10-cm length of the soil column. Based on the 

steady-state matric potentials readings, the corresponding effective water saturation was 

calculated according to the van Genuchten equation, which was 0.89 for the 10-cm column, 0.92 

and 0.77 for the 20-cm column, and 0.86, 0.70 and 0.54 for the 30-cm column along the length of 

the column from the top to the bottom, respectively. These data demonstrated that water content 

was not uniform in the column and the column had greater effective water saturation at the top 

and less effective water saturation at the bottom (Figure 4.2). 

Corresponding to the infiltration, colloids were observed to be released and mobilized. When 

water front reached the bottom of the column, in situ colloids were observed in the effluent 

(Figure 4.3). The colloid breakthroughs coincided with the arrival of the infiltration front at the 

bottom of the column. The in situ colloid release and mobilization curves were characterized by 

a self-sharpening front, which became broader and diffuser at the elution limb. The long-lasting 

tails of the curves indicated kinetic-controlled colloid release from the soil in the column. By 

integrating the colloid breakthrough curves, the amount of in situ colloids released for the 

irrigation period of the experiment was used as the initial colloid source to obtain the colloid 

release rate coefficient.  



� �� �

Pore Volume (-)

0 1 2 3 4 5 6

W
at

er
 P

ot
en

tia
l (

-c
m

)

-60

-50

-40

-30

-20

-10

0

Top Sensor, Round 1
Middle Sensor, Round 1
Bottom Sensor, Round 1
Top Sensor, Round 2
Middle Sensor, Round 2
Bottom Sensor, Round 2

 

Figure 4.1: System Matric Potential 
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Figure 4.2: Effective Saturation at Sensor Locations 



� �� �

 

 

 

 

 

Figure 4.3: Colloid Release and Breakthrough Curves (a) Flowrate = 0.8 cm/min; (b) Flowrate = 
1.2 cm/min 
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Mathematical models for colloid release and retention are based on the assumption that colloid 

release undergoes first order release kinetics and colloid deposition in the porous medium can be 

described by the filtration theory. In these models, colloid release rate coefficient and deposition 

rate coefficient are usually assumed to be constant along the depth of the soil, which is true under 

favorable attachment conditions (Or et al. 2007; Kim et al. 2008a). Consequently, colloid 

concentration would display exponential decrease with the travel distance. Reported differences 

in deposition profile shape under unfavorable attachment conditions indicated apparent decrease 

in deposition rate coefficient with the transport distance (Li et al. 2004; Bradford & Toride 

2007). In this research, colloid release and mobilization curves were simulated against equation 

(4.5) and equation (4.6) against Hydrus-1D with variable colloid release coefficient and 

deposition coefficient for each sensor section. Hydrus-1D is an implicit, finite-difference 

scheme, which optimizes colloid release coefficient by minimizing the sum of squared 

differences between observed and fitted data using the nonlinear least-squares method (Toride 

1995). The simulation process was based on the assumption that colloid release and deposition 

occurred simultaneously and kinetically with colloid release coefficient and deposition 

coefficient to be constant within the section of the sensor. Consequently, colloid release 

coefficient and deposition coefficient varied for each 10-cm of the column depth. 

Along the length of the column, colloids were subject to release and retention along the length of 

the column. More colloids were released at the top of the column as compared with that of the 

bottom as demonstrated by greater colloid release coefficients (Figure 4.4). At the same time, 

less colloids were retained at the top of the column as compared with that of the bottom as 

demonstrated by smaller deposition coefficient (Figure 4.5). Above observation was directly 

resulted from fact that the top section of the column had greater water saturation than the bottom 

section of the column. Owing to the overall greater water contents, shorter-length columns had 

more colloid release than long-length columns. In addition, released colloids suffered less 

retention in shorter-length columns. Consequently, shorter-length columns manifested higher 

peak colloid concentrations in the colloid release and mobilization curves (Figure 4.3). By 

integrating the colloid release and mobilization curves, the accumulative amount of colloids 

released for each column was calculated. Accordingly, the accumulative amount of colloids 

released decreased with the increase of column length.  
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Figure 4.4: Colloid Release Coefficients as a Function of Column Length 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: Colloid Deposition Coefficients as a Function of Column Length 
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4.3.1 Effect of Air-Water Interface on Colloid Release and Transport 

Colloid release as a function of soil depth was attributed to water content and colloid deposition 

was attributed to the air-water interface. From the top to the bottom, effective saturation 

decreased. Thus, along the depth of the soil, the air-water interface increased owing to the 

decrease of water content. Accordingly, colloid suffered greater deposition. The deposition of the 

colloids manifested an exponential increase with decreasing system water saturation for the 

range of our experiments. The presence of the air-water interface played an important role in 

controlling unsaturated colloid release and retention, the area of which can be estimated from 

pore size radii (Cary 1994): 
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Where, S is the air-water interfacial area (cm2/cm3); r  is the water density (kg/m3); g is the 

gravitational constant (9.8 m/sec2); g is the water surface tension (72.69 mJ/m2 at 20oC); and q0 is 

the porous media’s volume fraction of pore space or porosity of the column. a and n are defined 

previously and can be estimated by fitting the volumetric water content versus metric potential of 

the system using the van Genuchten fitting (Vangenuchten 1980), which was 0.136 cm-1 and 

4.776 respectively for this research. The air-water interfacial area increased with decreasing 

water saturation. For this research, all the column experiments were conducted at water 

saturation ranging from 0.4 to 0.8, within which the air-water interfacial area displayed a linear 

relationship with water saturation. Consequently, the increase of colloid deposition with 

increasing water saturation should show the same trend as with decreasing air-water interfacial 

area. To reflect increased colloid retention with increasing water saturation, colloid deposition 

coefficients were plotted against the air-water interface (Figure 4.6). The linear relationship 

indicated that the increased colloid retention was attributed to the decreased air-water interface 

with increasing water saturation. Colloid release was also found to be a function fo effective 

water saturation. With the increase of water saturation, colloid release increased exponentially 

(Figure 4.7).  
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Figure 4.6: Colloid Release Coefficients as a Function of Air-Water Interfacial Area 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.7: Colloid Release Coefficients as a Function of Water Saturation 
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Under unsaturated conditions, the capillary force, Fcap, is the dominating force exerted on 

colloids, which can be calculated as: 
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Where, f  is the filling angle (degree) between the center of the colloid (assuming spherical 

shape) and the solution-colloid contact line; �  is the contact angle as defined before (degree). In 

addition to the capillary force, colloids also experienced electrostatic, Lifshitz-van der Waals, 

and Lewis acid-base interactions with porous media and the air-water interfaces. Since colloids, 

porous media and the air-water interface were all negatively charged, electrostatic interactions 

between colloids and the porous media and between colloids and the air-water interface were 

repulsive, which served as a barrier to prevent colloids from getting close to these surfaces 

(Graciaa, Morel et al. 1995). The repulsive electrostatic interactions operated in the range of 

several tens of nanometers. Once colloids was close to the medium surface with the aid of 

hydrodynamic forces, electrostatic interactions dropped dramatically owing to superimposition 

of the double layers, and Lifshitz-van der Waals and Lewis acid-base interactions overshadowed 

the electrostatic interaction.  

The capillary force was one order of magnitude greater than Lewis acid-base interactions, two 

orders of magnitude greater than Lifshitz-van der Waals interactions, and four orders of 

magnitude greater than electrostatic interactions when evaluated at the equilibrium distance. 

Thus, capillary force controlled colloid release and retention in unsaturated systems. With the 

increase of water saturation, capillary force decreased owing to the increase of the filling angle. 

The capillary force decreased owing to the decrease of the contact angle. Colloid release rate 

coefficient increased with the decrease of capillary force (Figure 4.8). 
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Figure 4.8: Colloid Release Coefficients as a Function of Capillary Force 
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CHAPTER FIVE 

NONIONIC WETTING AGENT TRANSPORT IN AGRICULTURAL 

SOILS 

5.1 Introduction 

Florida has a subtropical climate that is attractive for outdoor activities such as golf as well as 

agriculture, which produces a large portion of the U.S. citrus, vegetable and sugarcane crops. 

Owing to the large water consumption, water conservation is extremely important in Florida. 

Usually, hydrophobic soils can cause problems on golf courses and other turf areas by creating 

hard-to-wet spots. These hard-to-wet spots become a serious turf management problem during 

the summer months, especially during periods of drought. A recent survey of the Golf Course 

Superintendents Association of America found that 98% of golf course superintendents are using 

ameliorants for this problem. Despite frequent irrigation, the soil in these spots resists wetting, 

resulting in patches of dead or severely wilted turf. For most cases, applied water can wet the turf 

but cannot adequately penetrate the soil surface to reach the root zone. Subsequently, irrigation 

water runs off the surface and is wasted, together with soluble fertilizers or the various 

pesticides, which again leads to non-uniformity in turf quality. The bottom line is that there are 

losses of water and nutrients which are economically wasteful and result in environmental 

degradation. In order to conserve water consumption, wetting agents are popularly utilized to 

break down the barriers of water transport, allowing water to easily enter the soil and moisture to 

spread more evenly throughout the soil profile. This also makes it possible for needed nutrients 

to be transported to the roots. Problems with hydrophobic soils are also commonly associated 

with citrus production areas, reducing crop productivity. Research has been conducted on the 

effectiveness of wetting agents on hydrophobic soils. Some of these studies focus on localized 

dry spots in turf grown on natural soils and some of these studies focus on formulated materials 

high in sand content. In general, the results show that the extent of improvement in infiltration 

rate is affected by the type of wetting agents used, their dilution ratio, previous usage of wetting 

agents in the soil, and the water content of the soil at the time irrigation is practiced. Several 

studies have shown that the infiltration rate of a hydrophobic soil, once it has been wetted, 

remains higher than it was before it was wetted, even if it is allowed to dry out again. 
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Wetting agents wet hydrophobic soil by lowering the cohesive and/or adhesive surface tension, 

which allows the water to spread out more evenly and allows for better penetration into the 

hydrophobic soils. While enhancing water penetration, wetting agent applications may bring 

adverse impact on the soil and groundwater at the same time. In Florida, pesticides such as 

atrazine, ametryn, bromacil, simazine, norflurazon, DDE, DDD, and ametryn are commonly used 

to control aquatic weeds and mosquitoes and maintain right-of-ways, golf courses, and domestic 

lawns. These pesticides are hydrophobic oriented and are retained in the soils owing to their low 

water solubility. During wetting agent field applications, wetting agents may leach these 

contaminants adsorbed onto soils by lowering the surface tension and increasing their solubility. 

This may result in contamination or the exacerbation of already existing contamination of 

groundwater. Owing to the wide usage of wetting agents, the wide spreading of contamination in 

groundwater aquifers these wetting agents has led to intensive studies on the transport and fate 

processes of these contaminants in the subsurface environment and the potential remediation 

protocols (Kent and Mosquera 2001; Kram, Keller et al. 2001; Schluep, Galli et al. 2002; Sauer 

and Costa 2003; Broholm, Feenstra et al. 2005). Wetting agents frequently enter the vadose zone 

as discrete liquid phases that migrate downwards as a result of gravitational forces and capillary 

forces. When a large amount of organic liquid is spilled, it may eventually penetrate the capillary 

entry barrier in the vadose zone and reach the groundwater table (Zhang, Shariati et al. 2000). 

Wetting agents may migrate vertically through the saturated zone until being stopped by 

impermeable aquitards (Yan, Thompson et al. 2003). On the other hand, wetting agents may 

spread laterally along the water table, forming floating pools due to buoyancy effect. 

Fluctuations of the groundwater table results in the vertical re-distribution of these wetting 

agents and formation of “smear zones” in the vadose and saturated zone (Kim and Corapcioglu 

2001; Kim and Corapcioglu 2003; Pokrajac and Deletic 2006). 

As the wetting agents migrate in the subsurface, a portion of them will be trapped within the soil 

pores as immobile ganglia or blobs by the capillary forces, which are influenced by pore 

geometry, interfacial tension (IFT) and media surface wettability (Al-Futaisi and Patzek 2004). 

The residual organic phase in the soil pores poses a long-term source of groundwater 

contamination. Non-uniform wetting agent distribution, irregular groundwater flow patterns, and 

rate-limited mass transfer between organic phase and groundwater in the heterogeneous aquifer 

limit the dissolution removal of the wetting agents by groundwater flow (Schubert, Pena et al. 
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2005). Traditional water flooding displace wetting agents trapped in large radius pores, but 

cannot remove the wetting agent ganglia trapped in small pores where viscous forces of the 

driving water could not completely overcome the capillary forces holding the wetting agents in 

soil pores (Boyd, Li et al. 2006). The ratio of viscous forces to capillary forces is termed as 

capillary number, which has been found to be correlated well with residual saturation. By raising 

the capillary number, the residual saturation of wetting agents can be greatly reduced. While 

traditional water flooding has been proved to be ineffective and expensive at cleaning up wetting 

agent contamination, studies in various scales over the past decade indicate that SEAR can 

substantially enhance the water flooding processes and is an excellent alternative (Childs, Acosta 

et al. 2006; Schaerlaekens, Mertens et al. 2006; Qin, Huang et al. 2007). 

Commonly used wetting agents have a characteristic molecular structure consisting of a 

hydrophobic group and a hydrophilic group. Based on the nature of the hydrophilic group, these 

wetting agents are classified as: anionic, cationic, nonionic, and amphoteric. Wetting agents alter 

the properties of fluid interfaces by aggregating at the air–water interface, resulting in reduced 

solution surface tension. As the wetting agent concentrations increase, there is a critical 

concentration beyond which wetting agent monomers start aggregating to form micelles. This 

critical concentration is termed as “critical micelle concentration” (CMC), which is a function of 

wetting agent structure, the composition, temperature, ionic strength, and the presence and types 

of organic additives in the solution. When applied in the subsurface soil, wetting agents may 

adsorb to the soil. The degree of wetting agent sorption onto soil depends primarily on the 

organic carbon fraction of soil and the chemical nature of the wetting agents. Wetting agent 

sorption thus increases soil organic carbon content with implications on the partitioning behavior 

of contaminants. Wetting agent solutions can increase the apparent solubility of the pesticides by 

several orders of magnitude via micellar-solubilization, removing the residual pesticides by 

enhanced dissolution (enhanced solubilization mechanism) (Butler, Jackson et al. 1995; Park and 

Bielefeldt 2003; Cheng and Sabatini 2007). Wetting agents can also be utilized to reduce the 

interfacial tension(IFT) between the pesticides and water by orders of magnitude, thereby 

overcoming the capillary forces trapping the residual pesticides and release them as both middle-

phase and free phase (enhanced mobilization mechanics) microemulsion (Taylor 1996; Ayirala, 

Vijapurapu et al. 2006; Zhao, Li et al. 2006). In field applications, either the enhanced 

solubilization or the enhanced mobilization mechanism is chosen depending upon the nature of 
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the pesticides on the site. Generally, the solubilization mechanism is preferred for the because of 

the concerns of vertical migration. Since organic contaminants dissolved in the aqueous solution 

are easily adsorbed on aquifer media during their migration in the subsurface. This adsorption is 

affected by the hydrophobicity of the contaminant, the organic content of the media, and the 

microporosity of the media as well (Pignatello and Xing 1996; Farrell, Grassian et al. 1999; 

Cheng and Reinhard 2006; Cheng and Reinhard 2006; Cheng and Reinhard 2008). While extra-

micellar contaminants can be adsorbed directly, micellar-solubilized contaminants must partition 

out of micelles before being adsorbed. The interfacial activity and amphiphilic nature of the 

surfactant molecules also render them adsorbable to the aquifer media (John, Bao et al. 2000). In 

general, anionic wetting agents are preferred to minimize wetting agent sorption on soil and 

aquifer media (Fountain, Waddellsheets et al. 1995; Cheng, Sabatini et al. 2001; Zoller and 

Rubin 2001). 

Wetting agent micellization, adsorption on aquifer media and formation of 

admicelles/hemimicelles, contaminant micellar-solubilization, middle phase microemulsion 

formation, contaminant adsorption on aquifer media, and contaminant adsorption on 

admicelles/hemimicelles (adsolubilization) will possibly occur during Surfactant Enhanced 

Aquifer Remediation (SEAR) (John, Bao et al. 2000). With the dissolution of residual 

contaminants and transport of wetting agent solution and microemulsion phase, pesticide residual 

saturation and interfacial tension will decrease, resulting in contamination mobilization. 

Dissolution of pesticides in the soil pores enhances the solution permeability of the local aquifer 

and the preferential flow paths for the surfactant solution. Non-equilibrium mass transfer and 

reaction kinetics during SEAR further complicate these processes. However, with increased 

understanding of the hydrodynamic and physicochemical processes involved in SEAR, 

mathematical modeling of wetting agents and contaminant transport can provide quantitative 

assessment and prediction for the engineered systems (White and Oostrom 1998).   

Many microorganisms synthesize a wide range of surface active compounds or biosurfactants. 

For instance, rhamnolipid biosurfactant is a bacterial biosurfactant produced by several 

Pseudomonas species.  It contains two covalently linked head groups and two tails and has been 

reported to be an effective biosurfactant. When dispersed in water, hydrophilic head groups have 

sufficient affinity to water to drag nonpolar tails into aqueous solutions. Whereas, at high 
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concentrations, hydrophobic interactions between amphiphiles may contribute to the formation 

of micelles. Due to their properties, biosurfactants have been exploited in environmental 

remediation techniques. Biosurfactants have potential applications within chemico-physical 

technologies for remediation of both organic and metal contaminations, such as in situ soil 

flushing and ex situ soil washing for remediation of unsaturated zone, and ‘‘pump and treat” for 

aquifer remediation. They also improve the biodegradation rate of organic compounds in 

bioremediation technologies. The prospect for the use of biosurfactants in hydrocarbon-

contaminated soil washing depends on the capacity of these compounds to enhance the 

desorption and dissolution of the organic pollutants, and to increase their transport rate in soils. 

Nonionic metals can form complexes with biosurfactants enhancing their removal from porous 

media. Anionic surfactants interact with cationic metals leading to their desorption from 

surfaces. Nevertheless, cationic surfactants can also play a role by a competitive binding to 

negative charged binding sites. Specifically, rhamnolipids, sophorolipids and surfactant in 

washing of metal-contaminated soils and sediments have been investigated.  

In terms of environmental remediation, wetting agents have been popularly utilized in the 

subsurface soil. At the same time, there are concerns of the effects of in the ecosystems such as 

detergent formulations. After use, residual wetting agents and their degradation products are 

discharged to groundwater or directly to surface waters, then dispersed into different 

environmental compartments. Due to their widespread use and high consumption, wetting agents 

and their degradation products have been detected at various concentrations in surface waters, 

sediments and sludge-amended soils. In order to assess their environmental risks, we need to 

understand the distribution, behavior, fate and biological effects of these surfactants in the 

environment. There have been some detailed research papers and review articles on the 

occurrence of various surfactants and their degradation products in the environment. �

This research was designed to investigate the application of nonionic wetting agents in 

agricultural soils. Performance of nonionic surfactants in intact soil columns collected from 

agricultural soils was explored and related to the soil and wetting agent properties. In addition, 

the impact of the organic concentration of wetting agent fate and transport was investigated. The 

transport of wetting agents in the agricultural soil columns was simulated using the proposed 



� �� �

transport models and the subsequently, the effect of organic compounds on wetting agent 

transport was quantified. 

 

5.2. Wetting Agent Transport Modeling 

5.2.1 Wetting agent and contaminant coupled transport model 

Danzer and Grathwohl (Setarge, Danzer et al. 1999) used a simple reactive transport model to 

simulate transport of polycyclic aromatic hydrocarbons (PAH) and wetting agents in a laboratory 

column packed with natural aquifer material.  They suggested that a linear isotherm below the 

critical micelle concentration (CMC) followed by a maximum sorption, qmax, described wetting 

agent adsorption more closely, although a Langmuir type adsorption model was used in most 

literature.  When wetting agent concentrations were higher than the CMC, the adsorption of 

surfactants was described by: 
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Where, Kd,surf is the linear partition coefficient of the wetting agent. The sorption of contaminants 

on the aquifer media during transport was considered to be controlled by contaminant 

partitioning between the micelles and the aqueous phase (Kmic) and between the sorbed wetting 

agents (hemimicelles and admicelles) and the aqueous phase (Kadm).  In addition, it was also 

controlled by an apparent, time-dependent distribution coefficient (Kd, app) under non-equilibrium 

conditions.  The retardation factor (Rd) was calculated as: 
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Where, � b and n are the bulk density and effective porosity of the media; q is the adsorbed 

wetting agent concentration; and Cmic is the concentration of micelles. 

In the column experiments, contaminants were pre-dissolved in the surfactant solution and the 

transport was found to be well represented by the advection-dispersion equation based on a local 

equilibrium assumption. It was also found that stepwise increase of the wetting agent 
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concentration above CMC was not retarded in the column, which agreed with the proposed 

surfactant adsorption isotherm shape. PAH apparent distribution (Kd, app) was measured under 

equilibrium conditions in batch systems. For the column experiments, it was found that the 

retardation of contaminant increased with increasing wetting agent concentration up to the CMC, 

but it decreased with wetting agent concentration once the CMC was exceeded. 

 

5.2.2 Solute transport coupled with two, multi-site sorption model 

Under saturated conditions, wetting agent transport is controlled by kinetic adsorption instead of 

equilibrium adsorption processes, which has been proven to be true for wetting agent transport in 

sand columns (Matijevic 1981; Bradford, Yates et al. 2002; Lenhart and Saiers 2002; Bradford, 

Simunek et al. 2003; Chen and Flury 2005):  
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Where, C is the wetting agent concentration in the liquid phase (g/m3); Dz is the apparent 

dispersion coefficient (m2/s); q is the specific discharge (Darcian fluid flux) (m/s); k1 is the 

adsorption coefficient (s-1); kdes is the wetting agent desorption coefficient (s-1); � b is the bulk 

density (g/m3); Cr is the retained wetting agent concentration (g/g); z is the axial coordinate (m); 

and t is time (s).  

In above models, the wetting agent retention efficiency does not include the effect of excluded 

area from already adsorbed wetting agents. In other words, only bare collector surfaces are 

considered for wetting agent adsorption. These models are only valid if the duration of the 

experiments is very short or the surface coverage remains very low (Privman, Frisch et al. 1991; 

Ryde, Kallay et al. 1991; Ryde and Matijevic 2000). In this research, a fresh column was used 

for each series of column experiments. In addition, the duration was short (around 120 minutes 

per run). Owing to the low wetting agent input, these models are valid and the variations of k1 

and kdes resulted from prior wetting agent adsorption can be ignored.  
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Smith et al. (Smith, Sahoo et al. 1997) employed a two-site sorption model to simulate their 

batch laboratory wetting agent (Triton X-100) adsorption on a field soil. The model assumes that 

the adsorption behavior of wetting agent follows Langmuir isotherm and that the sorption sites 

on the soil can be divided into equilibrium sites and kinetic sites.  The governing equations for 

the equilibrium sites and kinetic sites were as follows: 
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Where, Se and Sk are the sorbed wetting agent concentrations for the equilibrium sites and kinetic 

sites, respectively; S is the total sorbed wetting agent concentration; C is the wetting agent 

concentration in the aqueous phase; F is the fraction of equilibrium sites; a and b are Langmuir 

parameters determined from equilibrium batch sorption experiments; k is the soil-water mass 

transfer coefficient; and t is the time. The kinetic sorption parameters F and k were determined 

by fitting the model with batch kinetic sorption data.  During simulation of the laboratory column 

and field experiment data under steady state flow conditions, the following governing equation 

was used: 
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Where, D is the dispersion tensor; v is the average groundwater velocity vector; and G is an 

external supply. The initial and boundary conditions used for simulation of the column 

experimental data were as follows: 
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Where, Cin is the inflow wetting agent concentration. 

By calibrating the model parameters D and v to a non-reactive inorganic tracer, Smith et al. 

(Smith, Sahoo et al. 1997) found that adsorption of wetting agents in the columns were rate-

limited and the above model fitted the experimental data very well. Similar approaches were 

taken to simulate the field tests and reasonable agreements were observed. The authors also 

discussed the potential implications of non-equilibrium surfactant adsorption in SEAR, however, 

they did admit that the wetting agents used (Triton X-100) in their research sorbed strongly to the 

field soil compared to anionic wetting agents and other nonionic wetting agents.   

Sahoo et al. (Sahoo, Smith et al. 1998) investigated the rate-limited desorption of trichloroethene 

(TCE) from aquifer sediments and the effect of Triton X-100 on desorption and transport of 

TCE.  Two sorption models (two-, and multi-site sorption) were applied in simulating the field 

TCE transport results.  The governing equations incorporating the two-site sorption model were: 
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The above governing equations subject to a zero-concentration gradient at all boundaries and to 

the following initial conditions: 
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Where, F is the fraction of equilibrium sites; C is the aqueous TCE concentration; Ci is the initial 

aqueous TCE concentration; Si is the initial sorbed TCE concentration; and Skis the TCE 

concentration in the solid contributed by TCE sorbed on the kinetic sites (with a single-valued 

rate constant k). 

A � -probability distribution defined by a mean rate constant, k and a coefficient of variation, CV, 

was used to represent the distribution of kinetic rate constant for the multi-site model.  NK 

discrete sites were used to represent the continuous site distribution with each site occupying 

1/NK fraction of the soil. The governing equations incorporating the multi-site sorption model 

were: 
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For the kth sorption site, the initial conditions are: 
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Where, Sk is the TCE concentration in the soil due to all the kinetic sites. The representative 

mass transfer coefficient, kk, for each of the sites was obtained from the � -probability function. 

Uniform hydraulic conductivity, spatially variable dispersivity, homogeneous steady state flow, 

and transient solute transport were assumed in TCE transport simulation. The flow was assumed 

to be 2-D in the field site, with constant head boundaries at the upper and lower boundaries and 

no flow boundaries on the side boundaries far away from the injection wells. The flow was 

essentially horizontal during the injection and pumping. For TCE transport, a zero-concentration 

gradient boundary condition was assumed at all boundaries, which were away from the region of 

interest. TCE transport was not coupled to that of the wetting agent, instead, contaminant 
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sorption parameters were changed abruptly once the wetting agent is transported to the sorption 

sites. It was found that both two- and multi-site sorption models fitted the field data equally well 

and the presence of wetting agents enhanced the mass transfer rate of contaminant. 

 

5.2.3 Multi-component reactive transport model 

Finkel et al. (Finkel, Liedl et al. 1999) modeled wetting agent and PAH migration in SEAR with 

a multi-component reactive transport model, which include six reactive processes: (i) wetting 

agent micellization; (ii) wetting agent sorption (formation of hemi- and admicelles); (iii) intra-

particle diffusion of contaminant; (iv) contaminant sorption onto aquifer media; (v) contaminant 

sorption on hemi- or into admicelles; and (iv) partition of contaminant into micelles. Except the 

kinetic contaminant sorption, all processes were assumed to be “fast” with respect to advective 

transport and were described by equilibrium relationships, which were further combined with 

effective isotherms to determine the mass distribution between the mobile and immobile phases. 

To account for the slow contaminant sorption, an intra-particle diffusion approach was taken, 

assuming that diffusion-limited mass transfer from the bulk fluid to the intra-particle sorption 

sites was the dominating cause for the observed slow contaminant sorption. 

An analytical model based on Fick’s second law was developed, assuming that the solid grains 

may be approximated as sphere with sorption sites evenly distributed throughout the sphere: 
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Where the indices j and k account for the lithological composition and grain size distribution, 

respectively; Dj
app is the apparent diffusion coefficient, accounting for the tortuosity of intra-

particle pores, intra-particle porosity, and sorption in intra-particle pores.  With an approximation 

of the transient boundary condition by a step function cjk(Rk, t) = cbulk
i if t l-1< t <tl (where Rk is 

the radius of grains and cbulk
i is the concentration in the bulk fluid), the solute mass in a sphere of 

type (j,k) was given as a function of time by: 
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Where, � j is the intra-particle porosity; � j is the dry solid density; and Kd,j is the sorption 

distribution coefficient in the particle pores.  The fraction of fast and slow sorption sites were 

estimated from the relationship between exterior and interior surface. 

In simulating column experiments, the reactive processes were included in a 1-D transport model 

describing advective and longitudinal dispersion, in which conservative transport and reactive 

processes were treated separately. The concentration profile for the reactive transport was 

determined with respect to the travel time, � , or an inert tracer, and a probability density function, 

g(� , L) was defined as: 
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Where, g(� , L) represents the distribution of arrival times of non-reactive tracer particles at the 

outlet of the column length L for a Dirac pulse input of unit mass and 
 L is longitudinal 

dispersivity.  For any fixed time, t, a reaction function, 
 (� , t), represents a normalized 

concentration profile. The normalized breakthrough curve at the column outlet of a reactive 

tracer was represented by: 
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The advective-reactive transport with respect to �  was simulated to evaluate 
 (� , t). The retarded 

advective transport of organic compounds and wetting agents was governed by the 

corresponding effective isotherms. Transport and reactive steps were calculated sequentially 

coupled by mass transformation steps. 

Separate organic compound and wetting agent column experiments were simulated to valid the 

forward model, and it was found that the model could predict adequately surfactant breakthrough 
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curves. The modeling of contaminant transport produced reasonable results, and the author 

suggested that the tailing of the observed breakthrough came from the diffusion-limited sorption, 

which was not considered in the model. However, when the column was pre-equilibrated with 

wetting agent solutions, the model over-predicted the retardation of contaminant transport. The 

authors concluded that wetting agent sorption and contaminant adsolubilization should be 

modeled as kinetic processes and added two new processes: wetting agent diffusion into intra-

particle macropores and contaminant diffusion to the admicelles within the intra-particle 

macropores. Much better fitting between simulation and experimental results was observed after 

such modification.  Finkel et al. (Finkel, Liedl et al. 1999) used this model to predict the PAH 

and wetting agent transport at a field scale, but the conclusions were not verified with field test 

results. 

 

5.2.4 Multi-component multi-phase flow model 

Abriola et al. (Abriola, Dekker et al. 1993) presented a mathematical model to describe the 

enhanced solubilization of residual wetting agents in porous media, which incorporated the 

transport of wetting agents, water and organic in a three-phase system �  organic (o), aqueous 

(w), and solid (m). The mass balance equation was: 
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Where, � i
a is the mass fraction of component i(i = 1, …, nc) in phase 
  (
  = 0, w, m); � a is the 

volume fraction of the 
  phase; Dhi

  is the hydrodynamic dispersion tensor for component i in the 


  phase; aq  is the Darcy velocity of the a phase; � a is the density of the 
  phase; ei
ab is the 

exchange of mass of component i between a and b phases; and n is the number of components. 

The mass exchange term in the mass balance equation incorporated both sorption and liquid-

liquid inter-phase mass transfer. The non-advective flux was represented by Fick’s law and 

species conservations were assumed in the system. 
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The mass balance of all species in a sphere was: 
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The conservative form of the component transport was: 
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Equations (5.25) and (5.26) are subjected to constraints: � =wa

i
i 1and �

a
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Darcy’s law was expressed as: 
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Where, k is the intrinsic permeability tensor; kr
  is the relative permeability to the 
  phase; Pa is 

the a phase pressure; g  is the gravity vector; and 	 
  is the 
 -phase dynamic viscosity. 

Micellar solubilization was assumed to be the sole organic recovery mechanism, and the organic 

phase was assumed to be immobile. For a rigid porous medium, the organic phase and solid 

phase mass balance equation were expressed as: 
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Where, so is the organic phase saturation (� o = nso). 
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Aqueous phase was dropped out of the model since the surfactant solution Darcy velocity was 

controlled in experiment. The exchange term, Ei
mw, was represented as: 
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By assuming that the organic phase was non-wetting and did not contact directly the solid phase, 

no mass exchange between organic and solid phase was allowed, and surface diffusion was also 

neglected.  The final form of aqueous phase transport equation was: 
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Where, Ci is the mass concentration of species i(o,s); Qi is the sorbed mass fraction of species i, 

and Ei
wo is the exchange of species i between the aqueous phase and the organic phase. For 1-D 

flow, Dhi was expressed as: li

w

Lhi D
ns
q

D t+a= , where Dli is the molecular diffusivity of species 

i, and �  is tortuosity factor here. 

Wetting agent sorption was modeled with a Langmuir isotherm: 
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Where, Qms represents the maximum sorption capacity and KL is the rate of adsorption divided 

by the rate of desorption. Contaminant sorption was assumed to have negligible impact on the 

column effluent concentration and Qo was set to “0”. 

The organic mass exchange was expressed by a linear driving force model with the assumption 

of diffusion-limited mass transfer through a stagnant boundary layer. Flux of solute between the 

phases in a direction normal to the interface was expressed as: 
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Where kf
* is the film mass transfer coefficient for species i cross the boundary layer; Ci and Cli 

are the concentrations of species i in the bulk phase and the interface, respectively; and 
 0 is the 

interfacial contacting area. Substituting the equilibrium saturation concentration (Cei) for Ci 

yielded the mass transfer expression: 
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Partitioning of wetting agents into the organic phase was assumed to be negligible, and the mass 

transfer of water into the organic phase was also neglected, which resulted in ow
0

0 EE = . 

The above system of equations in terms of Cs, C0 and S0 were coupled through the explicit 

dependence of coefficients on saturation and the implicit dependence of equilibrium solubility on 

wetting agent concentration. The model parameters were evaluated from previous laboratory 

batch and column experiments (Pennell, Abriola et al. 1993). Third-type boundary conditions 

(constant total flux) for the organic and wetting agent concentrations were implemented at the 

upstream boundary, and secondary-type conditions (zero dispersive flux) were implemented at 

the downstream end of the column. Good agreements between calibrated model simulations and 

experimental measurements were observed. Slight retardation in the breakthrough of 

contaminant was discovered and attributed to the sorption of wetting agents. No comparison of 

predicted surfactant concentration breakthrough with experimental results was made. Effect of 

wetting agent concentration on wetting agent and contaminant concentration breakthrough 

curves was simulated, but they were not verified with experimental results. 

 

5.2.5. UTCHEM model 

Brown et al. (Brown, Pope et al. 1994) presented a simulation of SEAR by adopting the 

modeling approach of UTCHEM, a simulator developed in which discrete mass balance 

equations were solved for each chemical component in the system. Mass balance equation for a 

component k was written as: 
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Where, \ K is the total volume of component k in all phase per unit pore volume; Ckl is the 

volume concentration of component k in phase l; � k is the density of pure component k; � K�  is 

the dispersive flux of component k in the l phase; np is the number of phases; and Qk is the 

source term.  The phase velocity, ul, was described by Darcy’s law: 
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Where, krl is the relative permeability; k is the intrinsic permeability tensor; ul is the viscosity; � l 

is the specific weight (� lg) of phase l; and h is the vertical coordinate. 

The dispersive flux was assumed to have a Fickian form: 
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Where, Sl is the saturation of phase l.  The dispersion tensor, Kkl, was given as: 
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Where, Dkl is the diffusivity of component k in phase l; � ij is the Kronecker delta; 
 T is the 

transversal diffusivities; and uli is the component of the Darcy velocity of phase l in direction i.  

The continuity equation was re-written in terms of aqueous phase pressure as: 
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Where, Ct is the total compressibility; � rlc is the relative mobility; � rTc is th total relative mobility; 

and Pcl1 is the capillary pressure. The fluid phase was treated as incompressible, and the relative 

mobility was defined as 
l
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k
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ºl and � l=l
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pn

1l
rlrTc , respectively. 
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The imbibition and drainage relative permeability were modeled by the Corey-type function: 

 

Qa� � Q a�
> � � �¯ 
 �¯                                              (5.40) 

 

Qa( � Q a(
> � � � � �� 
 �(                                            (5.41) 

 

Qac � Q ac
> � � �c 
 �c                                          (5.42) 

 

Where, the normalized aqueous phase and microemulsion saturation for drainage are 
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permeability endpoints; n1, n2 and n3 are the exponents for phase 1 (aqueous), phase 2 (organic) 

and phase 3 (microemulsion), and S1r, S2r, and S3r are the aqueous, organic and microemulsion 

phase residual saturation, respectively. The influence of IFT upon relative permeability was 

modeled by making all the above parameters (kr1
0, kr2

0, kr3
0, n1, n2, n3, S1r, S2r,, and S3r) a function 

of capillary number.  

The drainage and imbibition capillary pressure were modeled by the modified Brook-Corey 

function: 
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Where, pb is the entry pressure and �  is a curve-fitting parameter (pore size index), which takes 

on values of � d or � i for drainage and imbibition, respectively. 

 

 



� �� �

Wetting agent sorption was modeled by a Langmuir-type isotherm: 
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Qms was treated as a linear function of effective salinity in the model. Organic contaminant 

sorption was neglected in this model, and organic solubilization rate was also excluded due to 

limited availability of solubilization rate data. Heterogeneity was introduced by allowing the user 

to specify the permeability in each coordinate direction, and porosity for each grid cell, which 

implicitly accommodated the variability of capillary pressure. 

 

5.3 Materials and Methods 

 

5.3.1 Materials 

Nonionic surfactants used in this study consisted of an alkane chain as the hydrophobic moiety 

and an ethylene oxide group (C2H4O) (POE chain) as the hydrophilic moiety, i.e., pentaethylene 

glycol monododecyl ether (C12E5). This nonionic wetting agent was obtained from Sigma 

(Sigma-Aldrich Corp., St. Louis, MO) in solid form and dissolved in hexadecane before used in 

experiments without further purification. 

5.3.2 Surface Tension Measurement  

Ionic liquid surface tension in the presence of nonionic wetting agent was measured using a 

Kruss K10 tensiometer (Krüss GmbH, Germany) with a platinum plate. Each measurement was 

repeated five times and average results were reported. The temperature was held constant at 

20.0oC by circulating thermo-stated water through a jacketed vessel containing the sample. The 

experimental uncertainty of these surface tension measurements was approximately 0.1 mN/m.  

5.3.3 Measurement of surface thermodynamic properties 

Wetting agent thermodynamic properties were estimated by means of contact angle 

measurements (Contact Angle Meter, Tantec, Schaumburg, IL) on three solid surfaces of 

polypropylene, polymethyl methacrylate (PMMA) and polyamide (Nylon) (Aldrich Chemical 

Co., Inc., Milwaukee, Wisconsin) following the method described by Grasso et al. (Grasso, 
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Smets et al. 1996). Surface thermodynamic properties of these solid surfaces were estimated 

using an apolar liquid, diiodomethane and three polar liquids, formamide and water in advance 

following the same method (Table 5.1). After the contact angle measurements, wetting agent 

properties are calculated according to the van Oss-Chaundhury-Good equation (van Oss 1994): 
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Where, q is the measured contact angle (degree); gLW is the Liftshitz-van der Waals component 

of free energy (J/m2); and g+ electron-acceptor parameter and g- electron-donor parameter of 

Lewis acid/base component of free energy (J/m2). In above equation, subscript “L” denotes for 

the wetting agent and “S” for solid surfaces. When above equation was used for solid surface 

thermodynamic property characterization, subscript “L” denotes for diiodomethane, formamide 

or water. Total free energy can be expressed as: 
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Where g is the total free energy (J/m2) 

 

Table 5.1: Surface Thermodynamic Properties for Polypropylene, PMMA and Nylon 

Solid qqqqDII  qqqqF qqqqGl qqqqW ggggLW   gggg+  gggg-  

Polypropylene 61.5 ± 0.8 N/A N/A N/A 27.7 0 0 

PMMA 30.5 ± 0.6 36.2 ± 0.4 59.8 ± 0.5 61.0 ± 0.6 44.0 1.41 7.05 

Nylon 40.1 ± 0.7 45.4 ± 0.6 61.5 ± 0.2 62.3 ± 0.3 39.6 1.00 16.3 
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5.3.4 Isotherm Experiments 

Batch isotherms were used to determine naphthalene and phenanthrene sorption on the soil in the 

presence of C12E5. To determine the sorption of naphthalene on the soil, a series of 25 ml vials 

containing naphthalene solutions (20 ml) at the concentrations of 0.25, 0.5, 1, 5, 10, 15, 20, and 

30 mg/L and 4 g porous soil (including blank controls) (sealed with Teflon-lined screw caps) 

were agitated on a Wrist Action Shaker (Burrel Scientic, Model 75) for 24 hrs (pre-determined to 

be sufficient) to reach equilibrium. For phenanthrene sorption on the soil, phenanthrene solutions 

(20 mL) at the concentrations of 0.001, 0.025, 0.05, 0.075, 0.1, 0.5, 0.75, and 1 mg/L and 1 g 

porous soil (including blank controls) were used. The suspension was then centrifuged at 12000 

´  g for 15 min, after which naphthalene and phenanthrene concentration in the supernatant was 

measured. 

 

5.3.5 Column Experiments 

Wetting agent transport was evaluated in intact soil columns collected from an agricultural site in 

Gadsden County of Florida. The columns (10.0-cm ID ´  60.0-cm length) were vertically 

oriented. The wetting agents concentrations were adjusted to 1000 mg/l, 800mg/l, 400mg/l, and 

200mg/l. For each run of the column experiments, wetting agent was applied using a sprinkler 

from the top by a peristaltic pump (Masterflex, Cole-Parmer, Vernon Hills, IL) at an irrigation 

rate of 0.05 cm/min. To study the impact of organic compounds on wetting agent transport, the 

wetting agent solutions were adjusted glucose at concentrations of 0.1M glucose. For each 

column experiment, the flow was kept steady state, i.e., with inflow equal outflow rate for an 

extensive period of time until colloid outflow concentrations stabilized. For each of the 

experiment, a new sediment column was used. 

 

5.4 Results and Discussion 

Water surface tension was observed to decrease in the presence of pentaethylene glycol 

monododecyl ether (C12E5) as determined by the wetting agent nature (Figure 5.1). The glycol 

dodecyl ether wetting agent used in this research was modified hydrophilic polymers of 

backbone (POE chains) with covalently bound hydrophobic side chains. Water surface tension 
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dropped linearly with regard to C12E5 concentration until minus natural log of molar fraction 

reached 10 (36 mg/l) (Figure 5.1). When C12E5 concentration was greater than this value, water 

surface tension did not drop any more, instead, it was maintained at 30 mN/m. Therefore, the 

CMC of C12E5 was assumed to be 36 mg/L.  The surface tension of 28.5 mN/m was determined 

by interactions between C12E5 molecules and water molecules at the air-water interface.   
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Figure 5.1: Water Surface Tension Drop with Respect to C12E5 concentration 

 

Based on contact angle measurements, C12E5 wetting agent had agLW value of 20.6 mJ/m2. It also 

had a monopolar surface since it’s g- value was at least one order of magnitude greater than g+.  

As water surface tension in the presence of wetting agent is determined by wetting agent 

thermodynamic properties, water surface tension variations in the presence of wetting agent can 

be described by its thermodynamic properties. When the wetting agent is applied at low 

concentrations, a very compact monolayer can be formed at the interface with an interfacial 

volume fraction close to unity. In addition, accumulation of the wetting agent at the interface 

follows the Frumkin adsorption isotherm (Lin, Lee et al. 2002; Karakashev, Nguyen et al. 2008; 

Dantas, Neto et al. 2009). Mathematically, the relationship of water surface tension drop in the 

presence of C12E5 can be related to Gibbs free energy of the interactions between C12E5 

molecules, which was attributed to hydrophobic interactions between amphiphiles of C12E5 
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molecules. When C12E5 concentrations are high, interactions between C12E5 molecules may 

contribute to the formation of micelles. Micelle formation or amphiphile association is 

determined by the nature of both hydrophobic moieties of C12E5 as well as hydrophobic moieties 

of the water (Cui, Jiang et al. 2010; Inoue and Yamakawa 2011). Micelle formation can be 

evaluated in terms of CMC, which is related to the total interaction free energy between C12E5 

molecules when immersed in ionic liquids, DG131
TOT (J/m2). 
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          (5.48) 

 

Where, DG131
TOT is the interaction free energy between C12E5molecules (J/m2); A is the limiting 

area per surfactant molecule; k is the Boltzmann constant (1.38 ´  10-23 J/K); and T is the absolute 

temperature (K). DG131
TOT can be calculated based on the C12E5and water surface 

thermodynamic properties:   
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Where, DG131
LW is the Lifshitz-van der Waals interaction free energy (J/m2); DG131

AB is the 

Lewis acid/base interaction free energy (J/m2). As shown in (equations 5.50 and 5.51), DG131
TOT 

is highly dependent upon water thermodynamic properties. In above equation, subscript “1” 

denotes for C12E5 and “3” denotes for water. The limiting area per surfactant molecule, A can be 

estimated by: 
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Where, g is the water surface tension when saturated with C12E5(mN/m); N is the number of 

ethylene oxide (PEO) segments in the wetting agent tails, which is 5 for this research; and a is an 

effective monomer size (2.1 Å). 

 

Based on the thermodynamic properties of C12E5 and water, interaction free energy between 

C12E5 molecules immerged in water was calculated according to above equations. DG131
LW, 

Gibbs free energy of Lifshitz-van der Waals interactions between C12E5molecules and DG131
AB, 

Gibbs free energy of Lewis acid/base interactions between C12E5 molecules immerged in ionic 

liquids were both negative, indicating that they both contributed to C12E5 molecule attractions. 

Consequently, DG131
TOT, sum of DG131

LW and DG131
AB, was negative, demonstrating the 

aggregation potential of C12E5 molecules at CMC.  
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Figure 5.2: Total Interaction Free Energy as a Function of Separation Distance 

 

As DG131
LW was one order in magnitude greater than DG131

AB, DG131
LW was actually the driving 

force in determining C12E5 CMC. van der Waals forces include Keesom, Debye, and London 

interactions (van Oss 1994). Of these three, Keesom and Debye interactions are only found 

among molecules that have permanent dipole moments. The London interactions, however, are 

universal and are of preponderate importance especially in aqueous media that contain 
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electrolytes (Briandet, Herry et al. 2001; Chen, Li et al. 2007). Therefore, the Lifshitz–van der 

Waals surface component, � LW, based on which intermolecular Lifshitz–van der Waals 

interactions are calculated, is mainly contributed by London interactions. Owing to the induced 

dipole potential, Lifshitz–van der Waals interactions occur between two C12E5 molecules. At 

CMC, C12E5 molecules had negative DG131
LW values, indicating C12E5 molecules started to 

aggregate. C12E5 had a DG131
LWvalue of -0.75 mJ/m2, DG131

AB value of -7.57 mJ/m2 

andDG131
TOTof -8.32 mJ/m2.  

 

5.4.1 Batch adsorption isotherms  

Naphthalene and Phenanthrene partition coefficient between the aqueous phase and the soil was 

calculated based on the following equation 
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Where, qs is the naphthalene and phenanthrene concentration on the soil (mg/kg), C0 is the initial 

naphthalene and phenanthrene aqueous concentration (mg/L); Ceq is the naphthalene and 

phenanthrene aqueous equilibrium concentration (mg/L); V is the aqueous volume; Ms is the 

mass of the soil (kg); and Ks is the naphthalene and phenanthrene partition coefficient between 

the aqueous phase and the soil (L/kg).  

Naphthalene and phenanthrene had a partition coefficient of 4.53 L/kg and 55.5 L/kg on the soil 

respectively. In the presence of C12E5, Ks decreased to 3.21, 2.09, 0.82, 1.40, 1.68 L/kg for 

naphthalene and 32.8, 13.3, 7.13, 9.64, 11.9 L/kg phenanthrene in answer to C12E5 

concentrations of 10, 20, 36, 100, and 200 mg/L, respectively. Ks decreased significantly with 

the C12E5 concentration increase until reaching the CMC, after which it moderately increased 

with the increase of C12E5 concentration. It is believed that micelles were formed when C12E5 

was supplied at concentrations higher than the CMC and naphthalene and phenanthrene had 

higher affinity to the C12E5 micelles than the soil (Noordman et al., 2000). As the formed 

micelles were segregated from the aqueous phase during centrifugation, naphthalene and 
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phenanthrene sorbed on the micelles were included in Ks, resulting in Ks increase with increasing 

naphthalene and phenanthrene concentrations when they were greater than the CMC. 

It was believed that naphthalene or phenanthrene partition coefficient between the aqueous phase 

and soil not affected by the formation of the C12E5 micelles. Therefore, the increase of Ks should 

be able to explained by naphthalene or phenanthrene equilibrium partitioning to C12E5 micelles. 

To account for naphthalene and phenanthrene affinity to the micelles, mass balance was 

performed to estimate the amount of naphthalene and phenanthrene sorbed to C12E5 micelles: 
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Where, Mm is the mass of C12E5 micelles (kg); qm is the naphthalene and phenanthrene 

concentration on C12E5 micelles (mg/kg); and Km is the naphthalene and phenanthrene partition 

coefficient between the aqueous phase and C12E5 micelles (L/kg). Mass of C12E5 micelles was 

determined during the sorption isotherm experiments, which linearly increased with increasing 

C12E5 concentration (Figure 5.3). 

Based on equations (5.53 and 5.54), naphthalene and phenanthrene partition coefficient between 

the aqueous phase and C12E5 micelles can be calculated by: 
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During the calculations, Ks of 0.82 L/kg and 7.13 L/kg were used for naphthalene and 

phenanthrene. The thus calculated Km was 6.95 ± 0.34 L/kg for naphthalene and 11.15 ± 0.40 

L/kg for phenanthrene.       
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Figure 5.3: Batch adsorption isotherms of (a) naphthalene and (b) phenanthrene on the soil.  
Symbols are measured data and solid lines are linear isotherm simulations. 
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5.4.2 C12E5 Column Transport  

C12E5 breakthrough curves had a broad and diffuse infiltration front (Figure 5.4 ~ 5.7). This 

behavior demonstrated that the retention of C12E5 on the soil increased in time. When transport 

experiments were completed, not all C12E5 was recovered from the soil column. Because no 

significant C12E5 biodegradation was observed in preliminary experiments, C12E5 loss due to 

biodegradation was assumed minimal. Therefore, C12E5 not recovered in the elusion was 

assumed to be adsorbed on sites or regions of soil displayed slow desorption kinetics. With the 

decrease of C12E5 concentration, more C12E5 was eluted from the column. Smaller breakthroughs 

of C12E5 demonstrated the micelles were formed at high C12E5 concentrations. Retardation of 

C12E5 was manifested by delayed breakthroughs. In the presence of organic compounds, i.e., 

glucose, C12E5 had delayed breakthroughs. C12E5 recovery did not change much in answer to the 

presence of glucose.  
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Figure 5.4: 1000 mg/l C12E5 Transport with and without in the presence of 0.1 M Glucose 
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Figure 5.5: 800 mg/l C12E5 Transport with and without in the presence of 0.1 M Glucose 
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Figure 5.6: 400 mg/l C12E5 Transport with and without in the presence of 0.1 M Glucose 
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Figure 5.7: 200 mg/l C12E5 Transport with and without in the presence of 0.1 M Glucose 

 

C12E5 transport through soil column was mathematically simulated using the one-dimensional 

equilibrium transport model to account for the advective-dispersive movement and equilibrium 

reactions between the aqueous phase and the solid medium phase (Dukhin 1993; Chen and Flury 

2005), 
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Where, C is the C12E5 aqueous concentration (mg/L); t is the elapsed time (sec); D is the 

longitudinal dispersion coefficient (cm2/sec); v is the pore water velocity (cm/sec); x is the 

coordinate parallel to the flow (m); and kd is the adsoprtion coefficient (sec-1).  It was assumed 

that C12E5 retention in the soil was owing to equilibrium adsorption. Thus, when C12E5 was 

applied at concentrations smaller than the CMC, kd = 0. In above equation, (1+r bKs/f ) is the 

transport retardation factor. The simulation was processed by an implicit, finite-difference 
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scheme and the simulation process was optimized by minimizing the sum of squared differences 

between observed and fitted concentrations using the nonlinear least-square method. A tracer 

(nitrate) transport was studied before wetting agent transport experiments. The tracer 

breakthrough curve was simulated with the proposed models. During the model simulation, kd 

and Ks were set to 0. This was based on the consideration that nitrate should not be retained in 

the medium as nitrate was assumed not to adsorb on the medium. This was true since nearly all 

the inputted nitrate was eluted from the column at the end of tracer experiments. After the 

simulation, Dz was determined to be 10.4 cm2/min, which was then used for all the simulations 

of wetting agent transport.   

C12E5 transport in the agricultural soil can be well described by equation (5.56).  Retardation 

factor of C12E5 in the soil was in the range of 0.8 to 1.1 in the absence of glucose. In the presence 

of glucose, the retardation factor increased to the ranged from 1.25 to 1.4. Estimated C12E5 

retardation factors using C12E5 partition coefficient obtained from bench sorption isotherms was 

consistent with simulated results from column experiments. The C12E5 Adsorption coefficient 

increased with the increase of wetting agent concentration (Figure 5.8). 

 

 

Figure 5.8: Adsorption Coefficients as a Function of C12E5 Concentration 
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CHAPTER SIX 

CONCLUSIONS 

Transport of colloidal contaminants in groundwater i.e. viruses, bacteria, colloids with adsorbed 

organic is an important aspect of understanding the environmental fate of contaminants and the 

impact of subsurface remediation activities. An important concern of colloid mobilization is 

colloid-facilitated transport of contaminants with low solubility. Possible mechanisms of colloid 

generation in groundwater include precipitation, erosion in fractures and soils mobilizations by 

changes in pH and ionic strength and release by the dissolution of cementing phases. Colloid 

release from the agricultural soil under unsaturated conditions was investigated using intact soil 

columns in this research. Hydrodynamic force and electrostatic force overcome the capillary 

force under the experimental conditions of this research to release the colloids. With the increase 

of solution ionic strength, colloid repulsive electrostatic forces decreased, and subsequently, 

colloid release decreased. With the increase of pH, colloid repulsive electrostatic force increased, 

leading to more colloid release. Colloid release displayed a linear relationship with respect to the 

repulsive electrostatic forces between colloids and the porous media. 

Colloidal clay particle transport under saturated conditions is believed to be controlled by its 

interactions with the surrounding environment. The dominating forces are electrostatic forces 

that are greatly affected by solution chemistry in terms of solution ionic strength. At the ionic 

strength conditions used in this research, colloidal clay particles were retained in silica sand 

during transport. The maximum electrostatic forces, FEL(Max), which occurred when the 

separation distance between colloidal clay particles and the porous medium was in the range of 

the sum of the double layer thicknesses of the colloidal clay particles and the porous medium, 

served as the barrier to prevent colloidal clay particles to get close to the medium surface and 

thus was the determinant factor for colloidal clay particle retention in the porous medium. 

Solution ionic strength impacted FEL (Max) through the compression of the double layers of both 

the colloidal clay particles and silica sand. Once colloidal clay particles overcame the FEL (Max) 

barrier, electrostatic forces of the colloidal clay particles with the porous medium decreased 

dramatically and, consequently, attractive Lifshitz-van der Waals forces increased and 

dominated. In addition to these two forces, colloidal clay particles had hydrodynamic forces that 

were perpendicular to electrostatic forces and Lifshitz-van der Waals forces. Colloidal clay 
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particles would attach to the porous medium surface once the torque of the net effect of attractive 

Lifshitz-van der Waals forces and repulsive electrostatic forces, i.e., the affix force or FLW – FEL 

balanced the torque of the hydrodynamic forces. Ionic strength had played major role in the 

colloidal clay particles transport through silica sand medium. From the column experiments, the 

deposition coefficient k1 increased exponentially with increasing ionic strength, whereas, 

desorption coefficients kdes had minor effects. The meaningful relationship between the transport 

parameters and ionic strength can help to predict the phenomenon of colloidal clay particles 

transport in the subsurface.   

Mathematical models for colloid transport are usually based on the advection-dispersion 

equation (ADE). Currently, most of the available transport models are developed based on 

colloid transport observations. The most fundamental transport behavior of colloids transport is 

that they undergo deposition in porous media, which is usually described with the filtration 

theory and formulated as first-order kinetics. In above models colloid deposition rate is usually 

considered to be constant along the depth of the soil, which is true under favorable attachment 

conditions. Consequently, colloid concentration would display exponential decrease with the 

travel distance. However, a growing body of laboratory scale column experiments suggests that 

the retained colloidal profiles decay non-exponentially under unfavorable attachment conditions, 

i.e., low ionic strength. Reported differences in deposition profile shape under unfavorable 

attachment conditions indicate apparent decreases in deposition rate coefficients with the 

transport distance, which is attributed to variations in pore structures, grain size, hydrodynamics 

and solution chemistry. In this research, in situ colloid release has been investigated as a function 

of soil depth. Higher colloid release coefficients for the smaller columns demonstrated that more 

colloids released at top of the column than that of the bottom. Whereas, lower colloid deposition 

coefficients for smaller column, indicated that less colloids were retained at the top of the 

column compared with bottom of the column. Consequently, shorter columns had higher peak 

colloid concentration in the colloid release and mobilization breakthrough. Above observations 

may be resulted due to the fact that top part of the column was more saturated compared with the 

bottom of the column. Colloid retention increased linearly with decrease in air-water interface. 

Colloid release was also found to be a function of effective water saturation. With the increase of 

water saturation, colloid release increased exponentially. Above findings indicated that colloid 

release as a function of length of the column attributed to water content and colloid deposition 
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was attributed to the air-water interface. The capillary force was greater than Lewis acid-base 

interactions, Lifshitz-van der Waals interaction and electrostatic interactions indicated that 

capillary force controlled colloid release and retention in unsaturated systems. With the increase 

of water saturation, capillary force decreased owing to the increase of the filling angle. The 

capillary force decreased owing to the decrease of the contact angle.  

In the agricultural fields, surfactants are popularly used in pesticide applications to aid pesticide 

solubility and mobility since pesticide application efficiency is often limited by its low water 

solubility. Pesticides along with animal waste can supply organic matter, nitrogen, phosphorous 

and potassium as well as other nutrients needed for plant growth when it is used for land 

applications. However pesticides and animal waste are rich in organic, inorganic contaminants 

and infectious agents or pathogenic organisms. When pesticides and animal waste are used in an 

agricultural field, these contaminants are usually retained in the soil. Consequently, the retained 

contaminants might be flushed out of the soil matrices with a possibility of contaminating the 

groundwater. With the concern of introducing new contamination of the residual surfactant in the 

soil, the use of biosurfactants is drawing more and more attention. In the presence of surfactants, 

contaminants previously retained in the soil may be mobilized due to the decrease of air-water 

surface tension. There is thus a high possibility of groundwater contamination once these 

contaminants pass through the vadose zone by means of colloid-facilitated transport and reach 

the groundwater table. Due to different interaction natures within the porous medium, colloid 

transport in the subsurface, especially in the vadose zone, is a complex scenario. Especially, 

colloid transport and retention are significantly affected by the presence of the air phase. This 

research attempted to investigate the application of nonionic surfactant in agricultural soil. 

Performance of nonionic surfactant in intact soil columns collected from agricultural soil was 

explored and related to the soil and surfactant properties. In addition, the impact of glucose 

concentration on surfactant fate and transport was investigated. Nonionic surfactant used in this 

research was Pentaethylene Glycol Monododecyl Ether (C12E5). Naphthalene and Phenanthrene 

in presence of C12E5 were used to determine batch isotherm sorption. Based on the batch 

adsorption isotherm, the partition coefficient for Naphthalene and Phenanthrene between the 

aqueous phase and C12E5 was estimated to be 6.95±0.34 L/kg and 11.15±0.40 L/kg respectively. 

C12E5 column transport breakthrough observed to be delayed manifesting soil displayed slow 

desorption of C12E5. In presence of organic compound i.e. glucose breakthroughs displayed even 
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more delay owing to the fact that presence of glucose increased the fraction of organic matter in 

soil. The adsorption coefficients increased exponentially with increase in C12E5 concentration in 

both cases; in absence of organics and in presence of organic. Adsorption coefficients in 

presence of glucose were higher than in absence of glucose owing to the fact that the fraction of 

organic matter in soil increased when glucose was present.    
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APPENDIX A 

This section summarizes the procedures and methodologies used to measure the concentrations 

of the samples collected.    

UVProbe personal software package was installed onto the computer and connected to the UV 

Spectrophotometer instrument to measure the concentration of colloidal solution samples 

collected at the elusion of column by means of fraction collector. Each sample was 2.5ml. UV 

Spectrophotometer measures the concentration of sample based on the absorbance of light at a 

given range of the wavelength. The range of the wavelength at which colloidal solution had 

maximum absorbance was determined by running scan on the colloidal solution sample by 

setting up instrument on “Spectrum Method” mode. The initial wavelength given for the scan 

was 190nm to 610nm. Based on this scan result, the colloidal solution absorbed maximum light 

in the range of 250nm to 270nm (Figure 1). Hence the scan range for each of the colloidal 

solution to measure the concentration as a function of absorbance was given to be 250nm to 

270nm.    

 

 
Figure A1: Wavelength-Absorbance Scan Result 
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Standard curve was established by measuring the absorbance of the colloidal solution at the 

concentrations of 0.25mg/l, 0.50mg/l, 0.75mg/l and 1mg/l. The absorbance at these particular 

concentrations were measured by UV Spectrophotometer and set as a “Standard Table” (Figure 

2). The concentration of samples from the elusion of column were measured by comparing 

absorbance of sample with the Standard Table and reported into the “Sample Table”.  

 

 

 

Figure A2: Colloidal Solution Concentration Measurement 
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APPENDIX B 

 

In this section, statistical error analyses (RSQUARE FOR REGRESSION OF OBSERVED VS 

PREDICTED) are listed for each of the simulated colloidal release and transport breakthrough 

curves. Statistical Error Analysis (RSQUARE) also known as Coefficient of Determination is the 

measure of the accuracy of observed and fitted data simulated through implicit finite-difference 

model such as CXTFIT and HYDRUS-1D. RSUARE is quantified in between 0 to 1, as 

RSQUARE approaches 1.0 indicate more fitting of the observed and fitted data and hence the 

parameters given by the model are more accurate.  

 

CHAPTER 2 

 

Table B1: Colloid Release Curves under Different Ionic Strength Conditions 

Ionic Strength RSQUARE 

0M 0.83063 

0.03M 0.79109 

0.05M 0.77077 

0.07M 0.86131 

 

 

Table B2: Colloid Release Curves under Different pH conditions 

pH RSQUARE 

4.0 0.89543 

5.5 0.79654 

8.5 0.78456 

10.0 0.79542 
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CHAPTER 3 

 

Table B3: Simulated Colloid Transport Parameters in Silica Sand 

Ionic Strength RSQUARE 

001M 0.8862 

003M 0.8675 

0.05M 0.7987 

0.07M 0.9412 

0.1M 0.8467 

 

CHAPTER 4 

 

Table B4: Colloid Release Breakthrough Curves (Fig. 4.3) 

Column Length RSQUARE 

Flow Rate = 0.8 cm/min Flow Rate = 1.2 cm/min 

10 cm 0.91325 0.89461 

20 cm 0.96231 0.96874 

30 cm 0.95475 0.91547 

 

CHAPTER 5 

 

Table B5: C12E5 Transport Breakthrough Curves (Fig. 5.4 to Fig. 5.7) 

C12E5 Concentration RSQUARE 

In Absence of 

Glucose 

In Presence of 

Glucose 

1000 mg/l 0.72564 0.75648 

800 mg/l 0.86487 0.89465 

400 mg/l 0.77659 0.78465 

200 mg/l 0.82987 0.83987 

 



� 	� �

REFERENCES 

[1] Abriola, L. M., T. J. Dekker, et al. (1993). "Surfactant-Enhanced Solubilization of 
Residual Dodecane in Soil Columns .2. Mathematical-Modeling." Environmental Science 
& Technology 27(12): 2341-2351. 

 
[2] Adamczyk, Z. and P. Weronski (1999). "Application of the DLVO theory for particle 

deposition problems." Advances in Colloid and Interface Science 83(1-3): 137-226. 
 
[3] Al-Futaisi, A. and T. W. Patzek (2004). "Secondary imbibition in NAPL-invaded mixed-

wet sediments." Journal of Contaminant Hydrology 74(1-4): 61-81. 
 
[4] Arrow, K., B. Bolin, et al. (1995). "Economic-Growth, Carrying-Capacity, and the 

Environment." Science 268(5210): 520-521. 
 
[5] Ayirala, S. C., C. S. Vijapurapu, et al. (2006). "Beneficial effects of wettability altering 

surfactants in oil-wet fractured reservoirs." Journal of Petroleum Science and Engineering 
52(1-4): 261-274. 

 
[6] Bergendahl, J. and D. Grasso (2000). "Prediction of colloid detachment in a model 

porous media: hydrodynamics." Chemical Engineering Science 55(9): 1523-1532. 
 
[7] Bolshov, L. A., P. S. Kondratenko, et al. (2011). "Colloid-facilitated contaminant 

transport in fractal media." Physical Review E 84(4). 
 
[8] Boyd, G. R., M. H. Li, et al. (2006). "Dip-angle influence on areal DNAPL recovery by 

co-solvent flooding with and without pre-flooding." Journal of Contaminant Hydrology 
82(3-4): 319-337. 

 
[9] Bradford, S. A., J. Simunek, et al. (2003). "Modeling colloid attachment, straining, and 

exclusion in saturated porous media." Environmental Science & Technology 37(10): 
2242-2250. 

 
[10] Bradford, S. A. and N. Toride (2007). "A stochastic model for colloid transport and 

deposition." Journal of Environmental Quality 36(5): 1346-1356. 
 
[11] Bradford, S. A., S. R. Yates, et al. (2002). "Physical factors affecting the transport and 

fate of colloids in saturated porous media." Water Resources Research 38(12): -. 
 
[12] Briandet, R., J. M. Herry, et al. (2001). "Determination of the van der Waals, electron 

donor and electron acceptor surface tension components of static Gram-positive 
microbial biofilms." Colloids and Surfaces B-Biointerfaces 21(4): 299-310. 

 
[13] Bridges, E. M. and L. R. Oldeman (1999). "Global assessment of human-induced soil 

degradation." Arid Soil Research and Rehabilitation 13(4): 319-325. 
 



� 	� �

[14]Broholm, K., S. Feenstra, et al. (2005). "Solvent release into a sandy aquifer. 2. Estimation 
of DNAPL mass based on a multiple-component dissolution model." Environmental 
Science & Technology 39(1): 317-324. 

 
[15] Brown, C. L., G. A. Pope, et al. (1994). "Simulation of Surfactant-Enhanced Aquifer 

Remediation." Water Resources Research 30(11): 2959-2977. 
 
[16] Butler, G. W., R. E. Jackson, et al. (1995). "An Interwell Solubilization Test for 

Characterization of Nonaqueous-Phase Liquid Zones." Surfactant-Enhanced Subsurface 
Remediation 594: 201-215. 

 
[17] Cary, J. W. (1994). "Estimating the Surface-Area of Fluid-Phase Interfaces in Porous-

Media." Journal of Contaminant Hydrology 15(4): 243-248. 
 
[18] Chateau, X., P. Moucheront, et al. (2002). "Micromechanics of unsaturated granular 

media." Journal of Engineering Mechanics-Asce 128(8): 856-863. 
 
[19] Chen, G. and M. Flury (2005). "Retention of mineral colloids in unsaturated porous 

media as related to their surface properties." Colloids and Surfaces a-Physicochemical 
and Engineering Aspects 256(2-3): 207-216. 

 
[20] Chen, G., M. Flury, et al. (2005). "Colloid-facilitated transport of cesium in variably 

saturated Hanford sediments." Environmental Science & Technology 39(10): 3435-3442. 
 
[21] Chen, H. G., L. Li, et al. (2007). "Lifshitz-van der Waals and lewis acid-base approach 

for analyzing surface energy of molecularly thin lubricant films." Ieee Transactions on 
Magnetics 43(6): 2226-2228. 

 
[22] Cheng, H. and M. Reinhard (2006). "Measuring hydrophobic micropore volumes in 

geosorbents from trichloroethylene desorption data." Environmental Science & 
Technology 40(11): 3595-3602. 

 
[23] Cheng, H. and M. Reinhard (2008). "The Rate of 2,2-Dichloropropane Transformation in 

Mineral Micropores: Implications of Sorptive Preservation for Fate and Transport of 
Organic Contaminants in the Subsurface." Environmental Science & Technology in 
press: DOI: 10.1021/ es072888h (2008). 

 
[24] Cheng, H. F. and M. Reinhard (2006). "Sorption of trichloroethylene in hydrophobic 

micropores of dealuminated Y zeolites and natural minerals." Environmental Science & 
Technology 40(24): 7694-7701. 

 
[25] Cheng, H. F. and D. A. Sabatini (2007). "Separation of organic compounds from 

surfactant solutions: A review." Separation Science and Technology 42(3): 453-475. 
 



� 	� �

[26] Cheng, H. F., D. A. Sabatini, et al. (2001). "Solvent extraction for separating micellar-
solubilized contaminants and anionic surfactants." Environmental Science & Technology 
35(14): 2995-3001. 

 
[27] Childs, J., E. Acosta, et al. (2006). "Field demonstration of surfactant-enhanced 

solubilization of DNAPL at Dover Air Force Base, Delaware." Journal of Contaminant 
Hydrology 82(1-2): 1-22. 

 
[28] Crist, J. T., J. F. McCarthy, et al. (2004). "Pore-scale visualization of colloid transport 

and retention in partly saturated porous media." Vadose Zone Journal 3(2): 444-450. 
 
[29] Crist, J. T., Y. Zevi, et al. (2005). "Transport and retention mechanisms of colloids in 

partially saturated porous media." Vadose Zone Journal 4(1): 184-195. 
 
[30] Cui, X. H., Y. Jiang, et al. (2010). "Mechanism of the Mixed Surfactant Micelle 

Formation." Journal of Physical Chemistry B 114(23): 7808-7816. 
 
[31] Dantas, T. N. C., A. O. Neto, et al. (2009). "Counterion Nature and Alkylammonium 

Halide Adsorption Thermodynamics." Journal of Dispersion Science and Technology 
30(7): 1046-1049. 

 
[32] de Jonge, H., L. W. de Jonge, et al. (2000). "[C-14]glyphosate transport in undisturbed 

topsoil columns." Pest Management Science 56(10): 909-915. 
 
[33] de Jonge, H., O. H. Jacobsen, et al. (1998). "Particle-facilitated transport of prochloraz in 

undisturbed sandy loam soil columns." Journal of Environmental Quality 27(6): 1495-
1503. 

 
[34] DeNovio, N. M., J. E. Saiers, et al. (2004). "Colloid movement in unsaturated porous 

media: Recent advances and future directions." Vadose Zone Journal 3(2): 338-351. 
 
[35] Dukhin, S. S. (1993). "Nonequilibrium Electric Surface Phenomena." Advances in 

Colloid and Interface Science 44: 1-134. 
 
[36] Ehrlich, P. R. and J. P. Holdren (1971). "Impact of Population Growth." Science 

171(3977): 1212-&. 
 
[37] El-Farhan, Y. H., N. M. Denovio, et al. (2000). "Mobilization and transport of soil 

particles during infiltration experiments in an agricultural field, Shenandoah Valley, 
Virginia." Environmental Science & Technology 34(17): 3555-3559. 

 
[38] Elimelech, M. and C. R. Omelia (1990). "Kinetics of Deposition of Colloidal Particles in 

Porous-Media." Environmental Science & Technology 24(10): 1528-1536. 
 



� 	� �

[39] Farrell, J., D. Grassian, et al. (1999). "Investigation of mechanisms contributing to slow 
desorption of hydrophobic organic compounds from mineral solids." Environmental 
Science & Technology 33(8): 1237-1243. 

 
[40] Finkel, M., R. Liedl, et al. (1999). "Modeling Surfactant-Enhanced Remediation of 

Polycyclic Aromatic Hydrocarbons." Environmental Modeling and Software 14(2-3): 
203-211. 

 
[41] Flury, M., S. Czigany, et al. (2004). "Cesium migration in saturated silica sand and 

Hanford sediments as impacted by ionic strength." Journal of Contaminant Hydrology 
71(1-4): 111-126. 

 
[42] Flury, M., J. B. Mathison, et al. (2002). "In situ mobilization of colloids and transport of 

cesium in Hanford sediments." Environmental Science & Technology 36(24): 5335-5341. 
 
[43] Fountain, J. C., C. Waddellsheets, et al. (1995). "Enhanced Removal of Dense 

Nonaqueous-Phase Liquids Using Surfactants - Capabilities and Limitations from Field 
Trials." Surfactant-Enhanced Subsurface Remediation 594: 177-190. 

 
[44] Goudie, A. (2000). The Human Impact on the Natural Environment. Cambridge, MIT 

Press. 
 
[45] Graciaa, A., G. Morel, et al. (1995). "The Zeta-Potential of Gas-Bubbles." Journal of 

Colloid and Interface Science 172(1): 131-136. 
 
[46] Grasso, D., B. F. Smets, et al. (1996). "Impact of physiological state on surface 

thermodynamics and adhesion of Pseudomonas aeruginosa." Environmental Science & 
Technology 30(12): 3604-3608. 

 
[47] Gravelle, A., Y. Peysson, et al. (2011). "Experimental Investigation and Modelling of 

Colloidal Release in Porous Media." Transport in Porous Media 88(3): 441-459. 
 
[48] Grolimund, D. and M. Borkovec (1999). "Long term release kinetics of colloidal particles 

from natural porous media." Environmental Science & Technology 33(22): 4054-4060. 
 
[49] Grolimund, D. and M. Borkovec (2006). "Release of colloidal particles in natural porous 

media by monovalent and divalent cations." J Contam Hydrol 87(3-4): 155-75. 
 
[50] Grolimund, D., M. Borkovec, et al. (1996). "Colloid-facilitated transport of strongly 

sorbing contaminants in natural porous media: A laboratory column study." 
Environmental Science & Technology 30(10): 3118-3123. 

 
[51] Hornberger, G. M., A. L. Mills, et al. (1992). "Bacterial Transport in Porous-Media - 

Evaluation of a Model Using Laboratory Observations." Water Resources Research 
28(3): 915-923. 

 



� 	� �

[52] Inoue, T. and H. Yamakawa (2011). "Micelle formation of nonionic surfactants in a room 
temperature ionic liquid, 1-butyl-3-methylimidazolium tetrafluoroborate: Surfactant 
chain length dependence of the critical micelle concentration." Journal of Colloid and 
Interface Science 356(2): 798-802. 

 
[53] John, W. W., G. B. Bao, et al. (2000). "Sorption of nonionic surfactant oligomers to 

sediment and PCE DNAPL: Effects on PCE distribution between water and sediment." 
Environmental Science & Technology 34(4): 672-679. 

 
[54] Jorgensen, P. R. and J. Fredericia (1992). "Migration of Nutrients, Pesticides and Heavy-

Metals in Fractured Clayey Till." Geotechnique 42(1): 67-77. 
 
[55] Kanti Sen, T. and K. C. Khilar (2006). "Review on subsurface colloids and colloid-

associated contaminant transport in saturated porous media." Adv Colloid Interface Sci 
119(2-3): 71-96. 

 
[56] Kaplan, D. I., M. E. Sumner, et al. (1996). "Chemical conditions conducive to the release 

of mobile colloids from ultisol profiles." Soil Science Society of America Journal 60(1): 
269-274. 

 
[57] Karakashev, S. I., A. V. Nguyen, et al. (2008). "Equilibrium Adsorption of Surfactants at 

the Gas-Liquid Interface." Interfacial Processes and Molecular Aggregation of 
Surfactants 218: 25-55. 

 
[58] Karathanasis, A. D. (1999). "Subsurface migration of copper and zinc mediated by soil 

colloids." Soil Science Society of America Journal 63(4): 830-838. 
 
[59] Karathanasis, A. D. and D. M. C. Johnson (2006). "Stability and transportability of 

biosolid colloids through undisturbed soil monoliths." Geoderma 130(3-4): 334-345. 
 
[60] Kent, B. and G. C. B. Mosquera (2001). "Remediation of NAPL-contaminated aquifers: 

Is the cure worth the cost?" Journal of Environmental Science and Health Part a-
Toxic/Hazardous Substances & Environmental Engineering 36(8): 1559-1569. 

 
[61] Kim, J. and M. Y. Corapcioglu (2001). "Sharp interface modeling of LNAPL spreading 

and migration on the water table." Environmental Engineering Science 18(6): 359-367. 
 
[62] Kim, J. and M. Y. Corapcioglu (2003). "Modeling dissolution and volatilization of 

LNAPL sources migrating on the groundwater table." Journal of Contaminant Hydrology 
65(1-2): 137-158. 

 
[63] Kjaergaard, C., P. Moldrup, et al. (2004). "Colloid mobilization and transport in 

undisturbed soil columns. II. The role of colloid dispersibility and preferential flow." 
Vadose Zone Journal 3(2): 424-433. 

 



� 	� �

[64] Kjaergaard, C., T. G. Poulsen, et al. (2004). "Colloid mobilization and transport in 
undisturbed soil columns. I. Pore structure characterization and tritium transport." Vadose 
Zone Journal 3(2): 413-423. 

 
[65] Kram, M. L., A. A. Keller, et al. (2001). "DNAPL characterization methods and 

approaches, part 1: Performance comparisons." Ground Water Monitoring and 
Remediation 21(4): 109-123. 

 
[66] Kretzschmar, R., M. Borkovec, et al. (1999). "Mobile subsurface colloids and their role 

in contaminant transport." Advances in Agronomy, Vol 66 66: 121-193. 
 
[67] Laegdsmand, M., K. G. Villholth, et al. (1999). "Processes of colloid mobilization and 

transport in macroporous soil monoliths." Geoderma 93(1-2): 33-59. 
 
[68] Lenhart, J. J. and J. E. Saiers (2002). "Transport of silica colloids through unsaturated 

porous media: Experimental results and model comparisons." Environmental Science & 
Technology 36(4): 769-777. 

 
[69] Li, X. Q., T. D. Scheibe, et al. (2004). "Apparent decreases in colloid deposition rate 

coefficients with distance of transport under unfavorable deposition conditions: A general 
phenomenon." Environmental Science & Technology 38(21): 5616-5625. 

 
[70] Lin, S. Y., Y. C. Lee, et al. (2002). "Adsorption kinetics of C12E6 at the air-water 

interface." Journal of the Chinese Institute of Chemical Engineers 33(6): 631-643. 
 
[71] McCarthy, J. F. and L. Shevenell (1998). "Processes controlling colloid composition in a 

fractured and karstic aquifer in eastern Tennessee, USA." Journal of Hydrology 206(3-4): 
191-218. 

 
[72] Molin, S. and V. Cvetkovic (2010). "Microbial risk assessment in heterogeneous 

aquifers: 1. Pathogen transport." Water Resources Research 46. 
 
[73] Pang, L., M. E. Close, et al. (2005). "A laboratory study of bacteria-facilitated cadmium 

transport in alluvial gravel aquifer media." Journal of Environmental Quality 34(1): 237-
247. 

 
[74] Park, S. K. and A. R. Bielefeldt (2003). "Equilibrium partitioning of a non-ionic 

surfactant and pentachlorophenol between water and a non-aqueous phase liquid." Water 
Research 37(14): 3412-3420. 

 
[75] Pennell, K. D., L. M. Abriola, et al. (1993). "Surfactant-Enhanced Solubilization of 

Residual Dodecane in Soil Columns .1. Experimental Investigation." Environmental 
Science & Technology 27(12): 2332-2340. 

 
[76] Petersen, C. T., J. Holm, et al. (2003). "Movement of pendimethalin, ioxynil and soil 

particles to field drainage tiles." Pest Management Science 59(1): 85-96. 



� 	� �

 
[77] Privman, V., H. L. Frisch, et al. (1991). "Particle Adhesion in Model Systems .13. Theory 

of Multilayer Deposition." Journal of the Chemical Society-Faraday Transactions 87(9): 
1371-1375. 

 
[78] Qin, X. S., G. H. Huang, et al. (2007). "Simulation-based process optimization for 

surfactant-enhanced aquifer remediation at heterogeneous DNAPL-contaminated sites." 
Science of the Total Environment 381(1-3): 17-37. 

 
[79] Roy, S. B. and D. A. Dzombak (1997). "Chemical factors influencing colloid-facilitated 

transport of contaminants in porous media." Environmental Science & Technology 31(3): 
656-664. 

 
[80] Ryan, J. N. and M. Elimelech (1996). "Colloid mobilization and transport in 

groundwater." Colloids and Surfaces a-Physicochemical and Engineering Aspects 107: 1-
56. 

 
[81] Ryde, N., N. Kallay, et al. (1991). "Particle Adhesion in Model Systems .14. 

Experimental Evaluation of Multilayer Deposition." Journal of the Chemical Society-
Faraday Transactions 87(9): 1377-1381. 

 
[82] Shani, C., N. Weisbrod, et al. (2008). "Colloid transport through saturated sand columns: 

Influence of physical and chemical surface properties on deposition." Colloids and 
Surfaces a-Physicochemical and Engineering Aspects 316(1-3): 142-150. 

 
[83] Sharma, M. M., H. Chamoun, et al. (1992). "Factors Controlling the Hydrodynamic 

Detachment of Particles from Surfaces." Journal of Colloid and Interface Science 149(1): 
121-134. 

 
[84] Silliman, S. E. (1996). "The importance of the third dimension on transport through 

saturated porous media: Case study based on transport of particles." Journal of Hydrology 
179(1-4): 181-195. 

 
[85] Šim� nek, J. H., K.; van Genuchten, M.T. (1998). The HYDRUS Code for Simulating the 

One-Dimensional Movement of Water, Heat and Multiple Solutes in Variably-Saturated 
Media. Research report No. 144. Agricultural Research Service, U.S. Department of 
Agriculture, Riverside, U.S. Salinity Laboratory. 

 
[86] Smith, J. A., D. Sahoo, et al. (1997). "Surfactant-enhanced remediation of a 

trichloroethene-contaminated aquifer .1. Transport of triton X-100." Environmental 
Science & Technology 31(12): 3565-3572. 

 
[87] Thomas, J. M. and C. V. Chrysikopoulos (2010). "A new method for in situ concentration 

measurements in packed-column transport experiments." Chemical Engineering Science 
65(14): 4285-4292. 

 



� 		 �

[88] Thompson, M. L. and R. L. Scharf (1994). "An Improved Zero-Tension Lysimeter to 
Monitor Colloid Transport in Soils." Journal of Environmental Quality 23(2): 378-383. 

 
[89] Toride, N. L., F.J.; van Genuchten, M. Th. (1995). The CXTFIT Code for Estimating 

Transport Parameters from Laboratory or Field Experiments, Version 2.1. Riverside, CA, 
U.S. Salinity Laboratory. 

 
[90] Torkzaban, S., H. N. Kim, et al. (2010). "Hysteresis of Colloid Retention and Release in 

Saturated Porous Media During Transients in Solution Chemistry." Environmental 
Science & Technology 44(5): 1662-1669. 

 
[91] Tufenkji, N., J. Redman, et al. (2002). "Interpreting biocolloid deposition patterns in 

packed-bed column experiments." Abstracts of Papers of the American Chemical Society 
224: U399-U399. 

 
[92] Tufenkji, N., J. A. Redman, et al. (2003). "Interpreting deposition patterns of microbial 

particles in laboratory-scale column experiments." Environmental Science & Technology 
37(3): 616-623. 

 
[93] van Oss, C. J. (1994). Interfacial Forces in Aqueous Media. New York, Marcel Dekker. 
 
[94] Vangenuchten, M. T. (1980). "A Closed-Form Equation for Predicting the Hydraulic 

Conductivity of Unsaturated Soils." Soil Science Society of America Journal 44(5): 892-
898. 

 
[95] Veerapaneni, S., J. M. Wan, et al. (2000). "Motion of particles in film flow." 

Environmental Science & Technology 34(12): 2465-2471. 
 
[96] Villholth, K. G., N. J. Jarvis, et al. (2000). "Field investigations and modeling of particle-

facilitated pesticide transport in macroporous soil." Journal of Environmental Quality 
29(4): 1298-1309. 

 
[97] Vinten, A. J. A., B. Yaron, et al. (1983). "Vertical Transport of Pesticides into Soil When 

Adsorbed on Suspended Particles." Journal of Agricultural and Food Chemistry 31(3): 
662-664. 

 
[98] Vitousek, P. M., H. A. Mooney, et al. (1997). "Human domination of Earth's 

ecosystems." Science 277(5325): 494-499. 
 
[99] Wan, J. M. and T. K. Tokunaga (1997). "Film straining of colloids in unsaturated porous 

media: Conceptual model and experimental testing." Environmental Science & 
Technology 31(8): 2413-2420. 

 
[100] Wan, J. M., J. L. Wilson, et al. (1994). "Influence of the Gas-Water Interface on 

Transport of Microorganisms through Unsaturated Porous-Media." Applied and 
Environmental Microbiology 60(2): 509-516. 



� 	
 �

 
[101] White, M. D. and M. Oostrom (1998). "Modeling surfactant-enhanced nonaqueous-phase 

liquid remediation of porous media." Soil Science 163(12): 931-940. 
 
[102] Yan, L., K. E. Thompson, et al. (2003). "In-situ control of DNAPL density using 

polyaphrons." Environmental Science & Technology 37(19): 4487-4493. 
 
[103] Zevi, Y., A. Dathe, et al. (2005). "Distribution of colloid particles onto interfaces in 

partially saturated sand." Environmental Science & Technology 39(18): 7055-7064. 
 
[104] Zhang, Y. Y., M. Shariati, et al. (2000). "The spreading of immiscible fluids in porous 

media under the influence of gravity." Transport in Porous Media 38(1-2): 117-140. 
 
[105] Zhao, Z. K., Z. S. Li, et al. (2006). "Dynamic interfacial tension between crude oil and 

octylmethylnaphthalene sulfonate solution." Energy Sources Part a-Recovery Utilization 
and Environmental Effects 28(15): 1397-1403. 

 
[106] Zoller, U. and H. Rubin (2001). "Feasibility of in situ NAPL-contaminated aquifer 

bioremediation by biodegradable nutrient-surfactant mix." Journal of Environmental 
Science and Health Part a-Toxic/Hazardous Substances & Environmental Engineering 
36(8): 1451-1471. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



� 
� �

BIOGRAPHICAL SKETCH 
 

Sandip Raman Patil 
 

Sandip Raman Patil was born in a small town Nandurbar, India on 8th Oct. 1981. His 

father is Farmer and mother is housewife. He completed his primary and secondary 

schooling at his home town Shahada, India. He obtained his undergraduate degree in 

Chemical Engineering from Bharati Vidyapeeth’s College of Engineering, affiliated to 

University of Pune in June 2004. 

He joined Florida State University in January 2007 and completed his Masters in Civil 

Engineering in December 2008. He started his PhD at Florida state University from 

August 2009. During his M.S. and PhD studies he worked with Dr. Gang Chen in the 

field of Colloid and Surfactant Transport Modeling.  

 
 
 


	The Florida State University
	DigiNole Commons
	4-8-2012


