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ABSTRACT

Filtering data in real-time requires dedicated hardware to meet demanding time requirements. If the statistics of the signal are not known, then adaptive filtering algorithms can be implemented to estimate the signals statistics iteratively. Modern field programmable gate arrays (FPGAs) include the resources needed to design efficient filtering structures. Furthermore, some manufacturers now include complete microprocessors within the FPGA fabric. This mix of hardware and embedded software on a single chip is ideal for fast filter structures with arithmetic intensive adaptive algorithms.

This thesis aims to combine efficient filter structures with optimized code to create a system-on-chip (SoC) solution for various adaptive filtering problems. Several different adaptive algorithms have been coded in VHDL as well as in C for the PowerPC 405 microprocessor. The designs are evaluated in terms of design time, filter throughput, hardware resources, and power consumption.
CHAPTER 1

Introduction

On systems that perform real-time processing of data, performance is often limited by the processing capability of the system [1]. Therefore, evaluation of different architectures to determine the most efficient architecture is an important task. This chapter discusses the purpose of the thesis, and presents an overview and the direction.

1.1 Purpose

The purpose of this thesis is to explore the use of embedded System-on-Chip (SoC) solutions that modern Field Programmable Gate Arrays (FPGAs) offer. Specifically, it will investigate their use in efficiently implementing adaptive filtering applications. Different architectures for the filter will be compared. In addition, the PowerPC embedded microprocessor will be employed for the various training algorithms. This will be compared to training algorithms implemented in the FPGA fabric only, to determine the optimal system architecture.

1.2 Overview

Digital Signal Processing (DSP) has revolutionized the manner in which we manipulate data. The DSP approach clearly has many advantages over
traditional methods, and furthermore, the devices used are inherently reconfigurable, leading to many possibilities.

1.2.1 Advantages of DSP

Modern computational power has given us the ability to process tremendous amounts of data in real-time. DSP is found in a wide variety of applications, such as: filtering, speech recognition, image enhancement, data compression, neural networks; as well as functions that are unpractical for analog implementation, such as linear-phase filters [2]. Signals from the real world are naturally analog in form, and therefore must first be discretely sampled for a digital computer to understand and manipulate.

The signals are discretely sampled and quantized, and the data is represented in binary format so that the noise margin is overcome. This makes DSP algorithms insensitive to thermal noise. Further, DSP algorithms are predictable and repeatable to the exact bits given the same inputs. This has the advantage of easy simulation and short design time. Additionally, if a prototype is shown to function correctly, then subsequent devices will also.

1.2.2 Reconfigurable Hardware Advantages

There are many advantages to hardware that can be reconfigured with different programming files. Dedicated hardware can provide the highest processing performance, but is inflexible for changes. Reconfigurable hardware devices offer both the flexibility of computer software, and the ability to construct custom high performance computing circuits [1]. The hardware can swap out configurations based on the task at hand, effectively multiplying the amount of physical hardware available.
In space applications, it may be necessary to install new functionality into a system, which may have been unforeseen. For example, satellite applications need to be able to adjust to changing operation requirements [3]. With a reconfigurable chip, functionality that was not predicted at the outset can be uploaded to the satellite when needed.

1.3 Organization of Thesis

Chapter 2 presents a brief history of programmable logic devices. Next, chapter 3 provides an overview of the adaptive filtering problem and the various training algorithms. Chapter 4 details the specifics of FPGA implementation, such as algorithm modification and detailed architectures. Simulation results are presented in chapter 5. Finally, chapter 6 will draw conclusions and future extensions of the work.
CHAPTER 2

Programmable Logic Devices

This chapter details the history of programmable logic devices, from the simple beginnings to their modern complex architectures. Current trends such as embedded DSP blocks are discussed, as well as the hardware description languages and tools that are used to program them.

2.1 History of Programmable Logic

Programmable logic is loosely defined as a device with configurable logic and flip-flops linked together with programmable interconnects. The first programmable device was the programmable array logic (PAL) developed by Monolithic Memories Inc. (MMI) in 1975 [4]. Considering that any Boolean function can be realized as a sum-of-products or equivalently as a product-of-sums by utilizing De Morgan's law, the PAL structure is rather intuitive. It generally consists of inputs with inverters leading into a series of AND gates whose outputs lead into a series of OR gates. This makes the products of any combination of the inputs and their complements available to the OR gates for the sum.

A similar device, the programmable logic array (PLA), reverses the order of the AND and OR gates, which led to greater functionality. The reason is that the product terms can be shared across the OR gates at the outputs, effectively giving the chip more logic width.
The structure in Figure 2.1 is a usual PLA before programming, with all possible connections are pre-wired typically by fuses. To implement a custom design, a programmer is used to blow the fuses with high current and break the unwanted connections.

![Figure 2.1 PLA structure before programming.](image)

An improvement from PAL and PLAs came with the introduction of the complex programmable logic device (CPLD), which allows for more complex logic circuits. A CPLD consists of multiple PAL-like blocks connected by programmable interconnects. While PALs are programmed with a programmer, a CPLD is programmed in-system with the manufacturers proprietary method or with a JTAG cable connected to a computer. CPLDs are well suited to complex, high-performance state machines.
An alternative type of PLD developed more recently is the field programmable gate array (FPGA). Xilinx introduced the FPGA in 1984. These devices have a more flexible, gate-array-like structure with a hierarchical interconnect arrangement. The fundamental part of the FPGA is the look-up table (LUT), which acts as a function generator, or can alternatively be configured as ROM or RAM. They also include fast carry logic to adjacent cells making them suitable for arithmetic functions and further DSP applications.

2.2 FPGA Architecture

The majority of FPGAs are SRAM-based and can therefore be programmed as easily as standard SRAM. The SRAM bits are coupled to configuration points in the FPGA (Figure 2.2 left) and controls whether or not a connection is made. This is normally accomplished by a passgate structure (Figure 2.2 right) that turns the connection on or off depending on the logic value (True or False) supplied by the SRAM. Because they are SRAM based, FPGAs are volatile. As such, they must be programmed each time power is applied. This is normally accomplished with another part of the circuit that reloads the configuration bitsream, such as a PROM.

![Figure 2.2 SRAM based FPGA configuration.](image)

The configuration bitstream stored in the SRAM controls the connections made and also the data to be stored in the Look-up tables (LUTs). The LUTs are
essentially small memories that can compute arbitrary logic functions. Each manufacturer has a distinct name for their basic block, but the fundamental unit is the LUT. Altera call theirs a Logic Element (LE) while Xilinx’s FPGAs have configurable logic blocks (CLBs) organized in an array. The configurable logic blocks of an FPGA are generally placed in an island style arrangement (Figure 2.3). Each logic block in the array is connected to routing resources controlled by a interconnect switch matrix.

![Generic Island Style Routing Architecture](image)

**Figure 2.3** Generic Island Style Routing Architecture

With this layout, a very large range of connections can be made between resources. A downside to this flexible routing structure is that unlike the CPLD, signal paths are not fixed beforehand, which can lead to unpredictable timing. However, the tradeoff is the FPGA’s increased logic complexity and flexibility.
Each CLB in a Xilinx FPGA encompasses four logic slices, which in turn contain two 4-input function generators, carry logic, arithmetic logic gates, wide function multiplexers and two storage elements [5]. The top half of a slice is shown in figure 2.4.

![Figure 2.4 Virtex-II Pro Slice (Top Half).](image)

The LUT is capable of implementing any arbitrary defined Boolean function of four inputs and the propagation delay is therefore constant regardless of the function. Each slice also contains flip-flops and a fast carry chain. The dedicated fast carry logic allows the FPGA to realize very fast arithmetic circuits.
2.3 Device Configuration

Manually defining the routing connections in a programmable device may have been feasible with the early PALs but is nearly impossible considering the density of modern FPGAs. Configuring these programmable devices can be achieved in several ways, such as schematic design entry, the use of hardware description languages (HDLs), and the use of high-level language compilers. These methods are listed in increasing levels of abstraction, with schematic design entry being the lowest level.

2.3.1 Schematic Design Entry

Schematic design practices entails selecting standard logic gates from a library to create a graphic description of the circuit to be realized, and manually wiring them together. The schematic design library typically includes standard Boolean logic gates, multiplexers, I/O buffers, and macros for device specific functions, such as clock dividers. Custom components can be constructed from the smaller blocks to create user macros for use in large designs.

As an example, to create a half-adder, whose function is to add to binary bits, requires one to first construct the truth table, as shown in Table 2.1.

Table 2.1 Half-Adder Truth Table.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>S</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
The binary inputs A and B are added to produce the output bit S and a carry bit C. The logic equations to implement can be distinguished from the truth table, and are:

\[
S = \overline{A} \cdot B + A \cdot \overline{B} \\
C = A \cdot B
\]

Once the logic equations are determined the circuit can be easily assembled as shown in figure 2.5. One drawback, however, is that going backward from schematic design to logic function is not so easy. Also, trivial design changes may require heavy schematic modification.

![Figure 2.5 Schematic description of a half-adder.](image_url)

It should be noted that although this is the lowest level of abstraction, the synthesis tool will optimize the design for the specific device structure and the end result may differ significantly in layout from the original design. This is the least popular method of describing hardware designs for several reasons. The most important though, is that reverse engineering a foreign design is very hard to do.
2.3.2 Hardware Description Languages

The most popular hardware description languages are Verilog and VHDL. Both are text-based depictions of the behavior of the digital circuit, and their syntax contains explicit notations for expressing time and concurrency.

Gateway Design Automation Inc. started the Verilog language around 1984 as a proprietary hardware modeling language [6]. The language went public in 1990 and has since been very popular in the semiconductor industry for ASIC and FPGA design.

VHDL is a hardware description language that grew out of the VHSIC program sponsored by the Department of Defense [7] and was first released in 1985. The acronym VHDL, stands for VHSIC Hardware Description Language, with the acronym VHSIC standing for Very High-Speed Integrated Circuit.

2.3.3 High-Level Languages

There is increasing interest in using high-level programming languages for FPGA design. Some, such as Celoxica’s DK Design Suite, generate HDL from a C-like language. The Confluence language, based on Python, also takes this approach. The custom language is compiled to generate a VHDL or Verilog circuit description. The AccelFPGA tool from AccelChip similarly produces a register transfer level (RTL) circuit description from a Matlab m-file.

An alternate approach is to generate the device netlist directly from the high-level description. This is what the Lava language, still under research by Xilinx and others, does. Lava is based on the lazy programming language Haskell, but is not yet available for system design.

A shortcoming of the high-level design languages is their inability to instantiate vendor specific functions, such as block RAMs and DSP blocks. With
the move toward incorporating further highly specific blocks, such as microprocessors, this shortcoming will need to be overcome before any of these languages takes hold.

2.4 Current Trends

The current trend in FPGA architectures is a move toward complete embedded systems. FPGA densities have increased to the point that entire RISC microprocessor soft cores can fit comfortably with additional logic on a single chip. Recognizing this trend, FPGA manufacturers are also including embedded block RAM and hard microprocessor cores in several of their new FPGAs. Altera’s Excalibur device contains an ARM922T™ processor core whereas Xilinx’s Virtex-II Pro contains up to four IBM Power PC microprocessors. This gives engineers the flexibility to mix hardware and software in embedded applications to achieve the maximum performance.

The idea of integrating all the components of a computer system on a single chip is known a System-on-Chip (SoC). This includes the microprocessor, embedded RAM, and output interfaces such as UART or Ethernet MAC. FPGAs are highly attractive for this because the less common components can always be included as a soft core. Standard FPGAs will most likely be produced for a long time, with the dominating trend moving toward those including hard IP cores.
CHAPTER 3

Adaptive Filter Overview

Adaptive filters learn the statistics of their operating environment and continually adjust their parameters accordingly. This chapter presents the theory of the algorithms needed to train the filters.

3.1 Introduction

In practice, signals of interest often become contaminated by noise or other signals occupying the same band of frequency. When the signal of interest and the noise reside in separate frequency bands, conventional linear filters are able to extract the desired signal [2]. However, when there is spectral overlap between the signal and noise, or the signal or interfering signal’s statistics change with time, fixed coefficient filters are inappropriate. Figure 3.1 shows an example of a wideband signal whose Fourier spectrum overlaps a narrowband interference signal.

![Graph showing Fourier spectra](image)

**Figure 3.1.** A strong narrowband interference N(f) in a wideband signal S(f).
This situation can occur frequently when there are various modulation technologies operating in the same range of frequencies. In fact, in mobile radio systems co-channel interference is often the limiting factor rather than thermal or other noise sources [8]. It may also be the result of intentional signal jamming, a scenario that regularly arises in military operations when competing sides intentionally broadcast signals to disrupt their enemies’ communications. Furthermore, if the statistics of the noise are not known a priori, or change over time, the coefficients of the filter cannot be specified in advance. In these situations, adaptive algorithms are needed in order to continuously update the filter coefficients.

3.2 Adaptive Filtering Problem

The goal of any filter is to extract useful information from noisy data. Whereas a normal fixed filter is designed in advance with knowledge of the statistics of both the signal and the unwanted noise, the adaptive filter continuously adjusts to a changing environment through the use of recursive algorithms. This is useful when either the statistics of the signals are not known beforehand or change with time.

![Block diagram for the adaptive filter problem.](image)

*Figure 3.2* Block diagram for the adaptive filter problem.
The discrete adaptive filter (see figure 3.2) accepts an input $u(n)$ and produces an output $y(n)$ by a convolution with the filter's weights, $w(k)$. A desired reference signal, $d(n)$, is compared to the output to obtain an estimation error $e(n)$. This error signal is used to incrementally adjust the filter's weights for the next time instant. Several algorithms exist for the weight adjustment, such as the Least-Mean-Square (LMS) and the Recursive Least-Squares (RLS) algorithms. The choice of training algorithm is dependent upon needed convergence time and the computational complexity available, as statistics of the operating environment.

3.3 Applications

Because of their ability to perform well in unknown environments and track statistical time-variations, adaptive filters have been employed in a wide range of fields. However, there are essentially four basic classes of applications [9] for adaptive filters. These are: Identification, inverse modeling, prediction, and interference cancellation, with the main difference between them being the manner in which the desired response is extracted. These are presented in figure 3.3 a, b, c, and d, respectively.

The adjustable parameters that are dependent upon the applications at hand are the number of filter taps, choice of FIR or IIR, choice of training algorithm, and the learning rate. Beyond these, the underlying architecture required for realization is independent of the application. Therefore, this thesis will focus on one particular application, namely noise cancellation, as it is the most likely to require an embedded VLSI implementation. This is because it is sometimes necessary to use adaptive noise cancellation in communication systems such as handheld radios and satellite systems that are contained on a
single silicon chip, where real-time processing is required. Doing this efficiently is important, because adaptive equalizers are a major component of receivers in modern communications systems and can account for up to 90% of the total gate count [10].

**Figure 3.3** Four basic classes of adaptive filtering applications [9].

### 3.4 Adaptive Algorithms

There are numerous methods for the performing weight update of an adaptive filter. There is the Wiener filter, which is the optimum linear filter in
the terms of mean squared error, and several algorithms that attempt to approximate it, such as the method of steepest descent. There is also least-mean-square algorithm, developed by Widrow and Hoff originally for use in artificial neural networks. Finally, there are other techniques such as the recursive-least-squares algorithm and the Kalman filter. The choice of algorithm is highly dependent on the signals of interest and the operating environment, as well as the convergence time required and computation power available.

### 3.4.1 Wiener Filters

The Wiener filter, so named after its inventor, was developed in 1949. It is the optimum linear filter in the sense that the output signal is as close to the desired signal as possible. Although not often implemented in practice due to computational complexity, the Wiener filter is studied as a frame of reference for the linear filtering of stochastic signals [9] to which other algorithms can be compared.

To formulate the Weiner filter and other adaptive algorithms, the mean squared error (MSE) is used. If the input signal $u(n)$ to a filter with $M$ taps is given as

$$u(n) = [u(n), u(n-1), \ldots, u(n-M+1)]^T,$$

and the coefficients or weight vector is given as

$$w = [w(0), w(1), \ldots, w(M-1)]^T,$$

then the square of the output error can be formulated as

$$e_n^2 = d_n^2 - 2d_n u_n^T w + w^T u_n u_n^T w.$$

The mean square error, $J$, is obtained by taking the expectations of both sides:

$$J = E[e_n^2] = E[d_n^2] - 2E[d_n u_n^T w + w^T u_n u_n^T w]$$

$$= \sigma^2 + 2p^T w + w^T Rw.$$
Here, $\sigma$ is the variance of the desired output, $p$ is the cross-correlation vector and $R$ is the autocorrelation matrix of $u$. A plot of the MSE against the weights is a non-negative bowl shaped surface with the minimum point being the optimal weights. This is referred to as the error performance surface [2], whose gradient is given by

$$\nabla = \frac{dJ}{dw} = -2p + 2Rw.$$  

Figure 3.4 shows an example cross-section of the error performance surface for a two tap filter.

![Example cross section of an error-performance surface for a two tap filter.](image)

**Figure 3.4** Example cross section of an error-performance surface for a two tap filter.

To determine the optimal Wiener filter for a given signal requires solving the Wiener-Hopf equations. First, let the matrix $R$ can denote the M-by-M correlation matrix of $u$. That is,

$$R = E[u(n)u^H(n)],$$

where the superscript H denotes the Hermitian transpose. In expanded form this is
\[ R = \begin{bmatrix}
    r(0) & r(1) & \cdots & r(M - 1) \\
    r^*(1) & r(0) & \cdots & r(M - 2) \\
    \vdots & \vdots & \ddots & \vdots \\
    r^*(M - 1) & r^*(M - 2) & \cdots & r(0)
\end{bmatrix}. \]

Also, let \( p \) represent the cross-correlation vector between the tap inputs and the desired response \( d(n) \):

\[ p = E[u(n)d^*(n)], \]

which expanded is:

\[ p = [p(0), p(-1), \ldots, p(1 - M)]^T. \]

Since the lags in the definition of \( p \) are either zero or negative, the Wiener-Hopf equation may be written in compact matrix form:

\[ Rw_o = p, \]

with \( w_o \) stands for the M-by-1 optimum tap-weight vector [9], for the transversal filter. That is, the optimum filter’s coefficients will be:

\[ w_o = [w_{o0}, w_{o1}, \ldots, w_{o,M-1}]^T. \]

This produces the optimum output in terms of the mean-square-error, however if the signals statistics change with time then the Wiener-Hopf equation must be recalculated. This would require calculating two matrices, inverting one of them and then multiplying them together. This computation cannot be feasibly calculated in real time, so other algorithms that approximate the Wiener filter must be used.

### 3.4.2 Method of Steepest Descent

With the error-performance surface defined previously, one can use the method of steepest-descent to converge to the optimal filter weights for a given problem. Since the gradient of a surface (or hypersurface) points in the direction of maximum increase, then the direction opposite the gradient \( -\nabla \) will point
towards the minimum point of the surface. One can adaptively reach the minimum by updating the weights at each time step by using the equation

$$w_{n+1} = w_n + \mu(-\nabla_n),$$

where the constant $\mu$ is the step size parameter. The step size parameter determines how fast the algorithm converges to the optimal weights. A necessary and sufficient condition for the convergence or stability of the steepest-descent algorithm [9] is for $\mu$ to satisfy

$$0 < \mu < \frac{2}{\lambda_{\text{max}}},$$

where $\lambda_{\text{max}}$ is the largest eigenvalue of the correlation matrix $R$.

Although it is still less complex than solving the Wiener-Hopf equation, the method of steepest-descent is rarely used in practice because of the high computation needed. Calculating the gradient at each time step would involve calculating $p$ and $R$, whereas the least-mean-square algorithm performs similarly using much less calculations.

### 3.4.3 Least-Mean-Square Algorithm

The least-mean-square (LMS) algorithm is similar to the method of steepest-descent in that it adapts the weights by iteratively approaching the MSE minimum. Widrow and Hoff invented this technique in 1960 for use in training neural networks. The key is that instead of calculating the gradient at every time step, the LMS algorithm uses a rough approximation to the gradient.

The error at the output of the filter can be expressed as

$$e_n = d_n - w_n^T u_n,$$

which is simply the desired output minus the actual filter output. Using this definition for the error an approximation of the gradient is found by
\[ \hat{y} = -2e_n \mathbf{u}_n. \]

Substituting this expression for the gradient into the weight update equation from the method of steepest-descent gives

\[ \mathbf{w}_{n+1} = \mathbf{w}_n + 2\mu \cdot e_n \mathbf{u}_n, \]

which is the Widrow-Hoff LMS algorithm. As with the steepest-descent algorithm, it can be shown to converge [9] for values of \( \mu \) less than the reciprocal of \( \lambda_{max} \), but \( \lambda_{max} \) may be time-varying, and to avoid computing it another criterion can be used. This is

\[ 0 < \mu < \frac{2}{MS_{max}}, \]

where \( M \) is the number of filter taps and \( S_{max} \) is the maximum value of the power spectral density of the tap inputs \( u \).

The relatively good performance of the LMS algorithm given its simplicity has caused it to be the most widely implemented in practice. For an \( N \)-tap filter, the number of operations has been reduced to \( 2*N \) multiplications and \( N \) additions per coefficient update. This is suitable for real-time applications, and is the reason for the popularity of the LMS algorithm.

### 3.4.4 Recursive Least Squares Algorithm

The recursive-least-squares (RLS) algorithm is based on the well-known least squares method [2]. The least-squares method is a mathematical procedure for finding the best fitting curve to a given set of data points. This is done by minimizing the sum of the squares of the offsets of the points from the curve. The RLS algorithm recursively solves the least squares problem.

In the following equations, the constants \( \lambda \) and \( \delta \) are parameters set by the user that represent the forgetting factor and regularization parameter respectively. The forgetting factor is a positive constant less than unity, which is roughly a
measure of the memory of the algorithm; and the regularization parameter’s value is determined by the signal-to-noise ratio (SNR) of the signals. The vector \( \hat{w} \) represents the adaptive filter’s weight vector and the \( M \)-by-\( M \) matrix \( P \) is referred to as the inverse correlation matrix. The vector \( \pi \) is used as an intermediary step to computing the gain vector \( k \). This gain vector is multiplied by the a priori estimation error \( \xi(n) \) and added to the weight vector to update the weights. Once the weights have been updated the inverse correlation matrix is recalculated, and the training resumes with the new input values. A summary of the RLS algorithm follows [9]:

Initialize the weight vector and the inverse correlation matrix \( P \).

\[
\begin{align*}
\hat{w}^H(0) &= \mathbf{0}, \\
P(0) &= \delta^{-1}\mathbf{I},
\end{align*}
\]

where \( \delta = \begin{cases} \text{Small positive constant for high SNR} \\ \text{Large positive constant for low SNR} \end{cases} \)

For each instance of time \( n = 1, 2, 3 \ldots \), compute:

\[
\begin{align*}
\pi(n) &= P(n-1)u(n), \\
k(n) &= \frac{\pi(n)}{\lambda + u^H(n)\pi(n)}, \\
\xi(n) &= d(n) - \hat{w}^H(n-1)u(n), \\
\tilde{w}(n) &= \hat{w}(n-1) + k(n)\xi^*(n), \\
\text{and} \\
P(n) &= \lambda^{-1}P(n-1) - \lambda^{-1}k(n)u^H(n)P(n-1).
\end{align*}
\]

An adaptive filter trained with the RLS algorithm can converge up to an order of magnitude faster than the LMS filter at the expense of increased computational complexity.
CHAPTER 4

FPGA Implementation

The efficient realization of complex algorithms on FPGAs requires a familiarity with their specific architectures. This chapter discusses the modifications needed to implement an algorithm on an FPGA and also the specific architectures for adaptive filtering and their advantages.

4.1 FPGA Realization Issues

Field programmable gate arrays are ideally suited for the implementation of adaptive filters. However, there are several issues that need to be addressed. When performing software simulations of adaptive filters, calculations are normally carried out with floating point precision. Unfortunately, the resources required of an FPGA to perform floating point arithmetic is normally too large to be justified, and measures must be taken to account for this. Another concern is the filter tap itself. Numerous techniques have been devised to efficiently calculate the convolution operation when the filter's coefficients are fixed in advance. For an adaptive filter whose coefficients change over time, these methods will not work or need to be modified significantly.

First, the issues involved in transitioning to a fixed-point algorithm will be detailed. Next, the design of the filter tap will be considered. The reconfigurable filter tap is the most important issue for a high performance adaptive filter architecture, and as such it will be discussed at length. Finally, the integration of the embedded processor for the coefficient update will be discussed.
4.2 Finite Precision Effects

Although computing floating point arithmetic in an FPGA is possible [11], it is usually accomplished with the inclusion of a custom floating point unit. These units are very costly in terms of logic resources. Because of this, only a small number of floating point units can be used in an entire design, and must be shared between processes. This does not take full advantage of the parallelization that is possible with FPGAs and is therefore not the most efficient method. All calculation should therefore be mapped to fixed point only, but this can introduce some errors. The main errors in DSP are [2]:

1) ADC quantization error – this results from representing the input data by a limited number of bits.
2) Coefficient quantization error – this is caused by representing the coefficients of DSP parameters by a finite number of bits.
3) Overflow error – this is caused by the addition of two large numbers of the same sign which produces a result that exceeds permissible word length.
4) Round off error – this is caused when the result of a multiplication is rounded (or truncated) to the nearest discrete value or permissible word length.

The first issue is not applicable here, but the others three must be addresses and handled properly.

4.2.1 Scale Factor Adjustment

A suitable compromise for dealing with the loss of precision when transitioning from a floating point to a fixed-point representation is to keep a limited number of decimal digits. Normally, two to three decimal places is adequate, but the number required for a given algorithm to converge must be found through experimentation. When performing software simulations of a
digital filter for example, it is determined that two decimal places is sufficient for accurate data processing. This can easily be obtained by multiplying the filter's coefficients by 100 and truncating to an integer value. Dividing the output by 100 recovers the anticipated value. Since multiplying and dividing by powers of two can be done easily in hardware by shifting bits, a power of two can be used to simplify the process. In this case, one would multiply by 128, which would require seven extra bits in hardware. If it is determined that three decimal digits are needed, then ten extra bits would be needed in hardware, while one decimal digit requires only four bits.

For simple convolution, multiplying by a preset scale and then dividing the output by the same scale has no effect on the calculation. For a more complex algorithm, there are several modifications that are required for this scheme to work. These are given in Algorithm 4.1. The first change needed to maintain the original algorithm's consistency requires dividing by the scale constant any time two previously scaled values are multiplied together. Consider, for example, the values a and b and the scale constant s. The scaled integer values are represented by s·a and s·b. To multiply theses values requires dividing by s to correct for the s^2 term that would be introduced and recover the scaled product a·b:

\[(s \cdot a \times s \cdot b)/s = s \cdot ab.\]

Likewise, divisions must be corrected with a subsequent multiplication. It should now be evident why a power of two is chosen for the scale constant, since multiplication and division by powers of two result in simple bit shifting. Addition and subtraction require no additional adjustment.

The aforementioned procedure must be applied with caution, however, and does not work in all circumstances. While it is perfectly legal to apply to the convolution operation of a filter, it may need to be tailored for certain aspects of a
given algorithm. Consider the tap-weight adaptation equation for the LMS algorithm:

\[
\hat{w}(n+1) = \hat{w}(n) + \mu \cdot u(n)e^*(n),
\]

where \( \mu \) is the learning rate parameter; its purpose is to control the speed of the adaptation process. The LMS algorithm is convergent in the mean square provided that

\[
0 < \mu < \frac{2}{\lambda_{\text{max}}}
\]

where \( \lambda_{\text{max}} \) is the largest eigenvalue of the correlation matrix \( R \), [9] of the filter input. Typically this is a fraction value and its product with the error term has the effect of keeping the algorithm from diverging. If \( \mu \) is blindly multiplied by some scale factor and truncated to a fixed-point integer, it will take on a value greater than one. The affect will be to make the LMS algorithm diverge, as its inclusion will now amplify the added error term. The heuristic adopted in this case is to divide by the inverse value, which will be greater than 1. Similarly, division by values smaller than 1 should be replaced by multiplication with its

**Algorithm 4.1: Fixed Point Conversion**

Determine Scale

- Through simulations, find the needed accuracy (# decimal places).
- Scale = accuracy rounded up to a power of two.
- Multiply all constants by scale
  - Divide by scale when two scaled values are multiplied.
  - Multiply by scale when two scaled values are divided.

Replace

- For multiplication by values less than 1
  \( \Rightarrow \) Replace with division by the reciprocal value.
- Likewise, for division by values less than 1
  \( \Rightarrow \) Replace with multiplication by the reciprocal value.
inverse. The outputs of the algorithm will then need to be divided by the scale to obtain the true output.

4.2.2 Training Algorithm Modification

The training algorithms for the adaptive filter need some minor modifications in order to converge for a fixed-point implementation. Changes to the LMS weight update equation were discussed in the previous section. Specifically, the learning rate \( \mu \) and all other constants should be multiplied by the scale factor. First, \( \mu \) is adjusted

\[
\hat{\mu} = \frac{1}{\mu} \cdot \text{scale}.
\]

The weight update equation then becomes:

\[
\hat{\mathbf{w}}(n+1) = \hat{\mathbf{w}}(n) + \frac{\mathbf{u}(n)e^*(n)}{\hat{\mu}}.
\]

This describes the changes made for the direct from FIR filter, and further changes may be needed depending on the filter architecture at hand.

The direct form FIR structure has a delay that is determined by the depth of the output adder tree, which is dependent on the filter’s order. The transposed form FIR, on the other hand, has a delay of only one multiplier and one adder regardless of filter length. It is therefore advantageous to use the transposed form for FPGA implementation to achieve maximum bandwidth. Figure 4.1 shows the direct and transposed form structures for a three tap filter. The relevant nodes have been labeled A, B, and C for a data flow analysis. The filters each have three coefficients, and are labeled \( h_0[n] \), \( h_1[n] \), and \( h_2[n] \). The coefficients’ subscript denotes the relevant filter tap, and the \( n \) subscript represents the time index, which is required since adaptive filters adjust their coefficients at every time instance.
For the direct FIR structure (Fig. 4.1 left), the output $y$ at time $n$ is given by

$$y[n] = A[n] = x[n] \cdot h_0[n] + B[n],$$

where the node $B$ is equal to

$$B[n] = x[n-1] \cdot h_1[n] + C[n],$$

and for the node $C$

$$C[n] = x[n-2] \cdot h_2[n].$$

The output $y$ of the direct from FIR is therefore equal to

$$y[n] = x[n] \cdot h_0[n] + x[n-1] \cdot h_1[n] + x[n-2] \cdot h_2[n],$$

or more generally

$$y[n] = \sum_{k=0}^{N-1} x[n-k] \cdot h_k[n].$$

Now for the transposed form FIR structure (Fig. 4.1 Right), the output $y$ is given by

$$y[n] = x[n] \cdot h_0[n] + B[n-1],$$

with the nodes $B$ and $C$ equal to

$$B[n] = x[n] \cdot h_1[n] + C[n-1]
\quad C[n] = x[n] \cdot h_2[n]$$
and
\[ C[n-1] = x[n-1] \cdot h_2[n-1] \]
\[ B[n-1] = x[n-1] \cdot h_1[n-1] + x[n-2] \cdot h_2[n-2] \]
The output \( y \) at time \( n \) is then
\[ y[n] = x[n] \cdot h_0[n] + x[n-1] \cdot h_1[n-1] + x[n-2] \cdot h_2[n-2], \]
or more generally
\[ y[n] = \sum_{k=0}^{N-1} x[n-k] \cdot h_k[n-k]. \]
Compared to the general equation for the direct form FIR output
\[ y[n] = \sum_{k=0}^{N-1} x[n-k] \cdot h_k[n], \]
with the difference being the \([n-k]\) index of the coefficient; meaning that the filters produce equivalent output only when the coefficients don't change with time. This means that, if the transposed FIR architecture is used, the LMS algorithm will not converge differently than when the direct implementation is used.

The first change needed is to account for the weight (or coefficient) reversal:
\[ \dot{w}(M-n+1) = \dot{w}(M-n) \cdot \frac{u(n)e^*(n)}{\mu \cdot \text{scale}} \]
This would still converge slowly, however, because the error at the output is due to multiple past inputs and coefficients and not only one coefficient, as the direct form is. A suitable approximation is to update the weights at most every \( N \) inputs, where \( N \) is the length of the filter. This obviously will converge \( N \) times slower, though simulations show that it never actually converges with as good results as the traditional LMS algorithm. It may be acceptable still though, due to
the increased bandwidth of the transposed form FIR, when high convergence rates are not required [18].

For the RLS algorithm, there are also several modification needed. The constants are all multiplied by the scale factor. Similar to the learning rate constant of the LMS algorithm, the values of the gain vector $k(n)$ of the RLS algorithm are less than unity. However, the inverse of a vector is undefined, so in this case we take the heuristic of multiplying it by an additional scale factor and dividing by an additional scale factor and accounting for this anywhere $k$ is used. A summary of the modified algorithm follows.

$$
\hat{\delta} = \delta \cdot \text{scale},
\hat{\lambda} = \lambda \cdot \text{scale},
\pi(n) = P(n-1)u(n),
$$

$$
k(n) = \frac{\text{scale}^2 \cdot \pi(n)}{\hat{\lambda} + u^H(n)\pi(n)},
$$

$$
\xi(n) = d(n) - \frac{\hat{w}^H(n-1)u(n)}{\text{scale}},
$$

$$
\hat{w}(n) = \hat{w}(n-1) + \frac{k(n)\xi^*(n)}{\text{scale}},
$$

and

$$
P(n) = \frac{P(n-1)\cdot \text{scale}}{\hat{\lambda}} - \frac{k(n)u^H(n)P(n-1)}{\hat{\lambda} \cdot \text{scale}^2}.
$$

The equations here are those as described in Section 3.4.4 (pages 21-22) with the fixed-point modifications. Examining of the variables of the algorithm at random time steps and then applying algorithm 4.1 determined these changes. This was verified through software simulations.
4.3 Loadable Coefficient Filter Taps

The heart of any digital filter is the filter tap. This is where the multiplications take place and is therefore the main bottleneck in implementation. Many different schemes for fast multiplication in FPGAs have been devised, such as distributed arithmetic, serial-parallel multiplication, and Wallace trees [12], to name a few. Some, such as the distributed arithmetic technique, are optimized for situations where one of the multiplicands is to remain a constant value, and are referred to as constant coefficient multipliers (KCM)[13]. Though this is true for standard digital filters, it is not the case for an adaptive filter whose coefficients are updated with each discrete time sample. Consequently, an efficient digital adaptive filter demands taps with a fast variable coefficient multiplier (VCM).

A VCM can however obtain some of the benefits of a KCM by essentially being designed as a KCM that can reconfigure itself. In this case it is known as a dynamic constant coefficient multiplier (DKCM) and is a middle-way between KCMs and VCMs [13]. A DKCM offers the speed of a KCM and the reconfiguration of a DCM although utilizes more logic than either. This is a necessary price to pay however, for an adaptive filter.

4.3.1 Computed Partial Products Multiplication

An approach to multiplication that uses the LUTs or block RAM in an FPGA similarly to distributed arithmetic is partial products multiplication. Any efficient DKCM implementation in essence produces a matrix containing as rows, partial products or modified partial products [15]. Partial products multiplication is similar to conventional longhand multiplication for decimal numbers.
The method works with any radix and it directly affects the size of the ROM needed. A control bit is required for the most significant address so that the sign of the result will be correct. This is demonstrated with the stored coefficient 5 and the input multiplicand is -182. First, the partial products table (given in table 4.1) is generated by multiplying the coefficient by successive values. The negative values are included for the signed arithmetic to work correctly.

**Table 4.1 Partial Products Table for Coefficient 5.**

<table>
<thead>
<tr>
<th>Address</th>
<th>Data</th>
<th>Value</th>
<th>Signed Binary</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0*C</td>
<td>0</td>
<td>0000 0000</td>
</tr>
<tr>
<td>0001</td>
<td>1*C</td>
<td>5</td>
<td>0000 0101</td>
</tr>
<tr>
<td>0010</td>
<td>2*C</td>
<td>10</td>
<td>0000 1010</td>
</tr>
<tr>
<td>0011</td>
<td>3*C</td>
<td>15</td>
<td>0000 1111</td>
</tr>
<tr>
<td>0100</td>
<td>4*C</td>
<td>20</td>
<td>0001 0100</td>
</tr>
<tr>
<td>0101</td>
<td>5*C</td>
<td>25</td>
<td>0001 1001</td>
</tr>
<tr>
<td>0110</td>
<td>6*C</td>
<td>30</td>
<td>0001 1110</td>
</tr>
<tr>
<td>0111</td>
<td>7*C</td>
<td>35</td>
<td>0010 0011</td>
</tr>
<tr>
<td>1000</td>
<td>0*C</td>
<td>0</td>
<td>0000 0000</td>
</tr>
<tr>
<td>1001</td>
<td>1*C</td>
<td>5</td>
<td>0000 0101</td>
</tr>
<tr>
<td>1010</td>
<td>2*C</td>
<td>10</td>
<td>0000 1010</td>
</tr>
<tr>
<td>1011</td>
<td>3*C</td>
<td>15</td>
<td>0000 1111</td>
</tr>
<tr>
<td>1100</td>
<td>-4*C</td>
<td>-20</td>
<td>1110 1100</td>
</tr>
<tr>
<td>1101</td>
<td>-5*C</td>
<td>-25</td>
<td>1111 0001</td>
</tr>
<tr>
<td>1110</td>
<td>-6*C</td>
<td>-30</td>
<td>1111 0110</td>
</tr>
<tr>
<td>1111</td>
<td>-7*C</td>
<td>-35</td>
<td>1111 1011</td>
</tr>
</tbody>
</table>

For example, to calculate 5 x (-182), the following is performed:

First, -182 is broken into signed binary octets: 101 001 010

Next, a control bit is added to the MSB: 1101 0001 0010
These address are given to the ROM and the values returned are 0000 1010, 0000 0101 and 1111 0001. These numbers are added but each octet is 3 bits more significant than the one below it, so the results must be shifted before addition. Sign extension for negative numbers is also required. The addition would therefore be:

\[
\begin{align*}
00001010 & \quad \text{LSB Register: 010} \\
+ 00000101 & \quad \text{0000110} \\
\hline
00001110 & \\
\end{align*}
\]

\[
\begin{align*}
00000110 & \quad \text{LSB Register: 110} \\
+ 11110001 & \quad \text{11110001} \\
\hline
11110001 & \\
\end{align*}
\]

The result is 11110001 and concatenated with the stored LSBs is 1100 0111 0010, which is –910 in decimal. If more precision is required the LUT contents can be increased and if the input bit width is larger the LUT can simply be accessed more times. The additions required can take place in serial or in parallel at the expense of more LUTs or higher latency.

This technique is better than distributed arithmetic because each look-up table is dependent only on one coefficient, not all coefficients. Further, the size of the look-up table can be manipulated by means of different radices. The size of the LUT required is important for two reasons. Obviously, a larger LUT will require more FPGA resources, but more importantly, it will take longer to reload with a new coefficient. The goal of an adoptive filter tap is to be able to reload quickly. In the example presented it would take only 16 clock cycles to reload the LUT contents.
4.3.2 Embedded Multipliers

As a final word on multiplication in FPGAs, it should be noted that many device manufacturers have been working on the problem. Because it is so important to most all DSP operations, and can be a major bottleneck, they are now offering dedicated embedded multipliers in some of the newer devices. The Virtex-II device by Xilinx can include up to 556 eighteen-bit (18x18) embedded multipliers. Altera has gone a step further by including up to 96 hard DSP blocks in its Stratix-II device. Each embedded DSP block includes four multipliers, adders, subtractors, accumulators and a summation unit. However, the success of the FPGA is due to its versatility, and the more specific the components inside them become, the less flexible the FPGA is. Since a Virtex-II Pro device was available for this research, the embedded multipliers were tested along with the implementations described earlier.

4.3.3 Tap Implementation Results

Of the DKCM architectures described, several were chosen and coded in VHDL to test their performance. Namely, the serial-parallel, partial products multiplication, and embedded multiplier are compared to ordinary CLB based multiplication inferred by the synthesis tool. All were designed for 12-bit inputs and 24-bit outputs. The synthesis results relevant to the number of slices flip-flops, 4 input LUTs, BRAMs, and embedded multipliers instantiated is offered in Appendix A. A comparison of the speed in Megahertz and resources used in terms of configurable logic blocks for the different implementations is presented in figure 4.2.
It would seem that the inclusion of embedded multipliers would make the previous discussion insignificant. However, they did not have the highest clock speed of the group. The fastest multiplier architecture was the partial products multiplier using embedded block RAM, followed by the partial products multiplier using CLBs only. The serial-parallel multiplier was the third fastest, but it takes 13 clock cycles to compute the result for 12 bit input data. The latency of the serial-parallel multiplier is directly dependent on the input bit width, and it does not pipeline well. In contrast, the partial products multiplier can add its results sequentially for a high latency and low cost or take as little as one clock cycle to complete at the cost of additional look-up tables.

Since the filter is adaptive and updates its coefficients at regular intervals, the time required to configure the tap for a new coefficient is important. The reconfiguration times for the various multipliers are listed in Table 4.2. For the partial-products multiplier, the look-up table can be stored in the Configurable Logic Blocks (CLBs), or within the on-chip block RAM (BRAM). Using the BRAM, the partial products multiplier is 10% faster than with the CLBs.

![Figure 4.2 CLB Resources and Speed of Selected Tap Implementations](chart.png)
Table 4.2 Reconfiguration Time and Speed for Different Multipliers

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Reconfiguration Time (clks)</th>
<th>Speed (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLB-Based</td>
<td>1</td>
<td>93.075</td>
</tr>
<tr>
<td>Embedded Multiplier</td>
<td>1</td>
<td>179.988</td>
</tr>
<tr>
<td>Serial-Parallel</td>
<td>1</td>
<td>196.425</td>
</tr>
<tr>
<td>Partial Product (CLB)</td>
<td>16</td>
<td>197.902</td>
</tr>
<tr>
<td>Partial Product (BRAM)</td>
<td>16</td>
<td>217.96</td>
</tr>
</tbody>
</table>

The only shortcoming of the partial products multiplier is the higher reconfiguration time, but this can be overcome with the use of two separate look-up tables per tap. With this configuration, one LUT is used for computing results while the other is receiving new values. This configuration has the ultimate performance in terms of size and speed. A block diagram of this arrangement is shown in Figure 4.3 below.

Figure 4.3 Loadable Coefficient Partial Product Multiplier.
The signal Tap_Sel is asserted high when a new coefficient is ready. The Bank_Sel signal determines which look-up table the new data is written to and also which is being read from. The three multiplexers choose the correct signal to pass to the LUTs and also to output. For 24 bits of output precision, four of the units would be needed in parallel, or the four inputs could be presented serially and accumulated as described previously. Little additional logic is required to properly shift and add the outputs for the final result. The VHDL code describing this configuration is provided in Appendix B.

4.4 Embedded Microprocessor Utilization

The current trend in programmable logic is the inclusion of embedded DSP blocks and microprocessors. The Virtex-II Pro FPGA form Xilinx contains an embedded PowerPC 405 microprocessor, and numerous soft IP cores. To design for this environment the Embedded Development Kit must be used.

4.4.1 IBM PowerPC 405

The IBM PowerPC 405 is a 32-bit RISC microprocessor embedded in Xilinx’s Virtex-II Pro FPGA. The core occupies a small die area and consumes minimal power making it ideal for system-on-chip (SoC) embedded applications. It can run at a clock speed of over 400 MHz to produce over 600 Dhrystone MIPS. A memory management unit (MMU), a 64-entry unified Translation Look-aside Buffers (TLB), debug support, and watchdog timers enable an embedded operating system to function for no additional logic cost.
4.4.2 Embedded Development Kit

To utilize the embedded PowerPC the Embedded Development Kit (EDK) from Xilinx must be used. EDK includes the tools necessary to instantiate the embedded microprocessor, as well as numerous soft IP cores, and an integrated C compiler. The engineer defines the system architecture in EDK and generates the netlists and HDL wrappers, and then writes the embedded software. EDK can then be used to generate the bitstream and download it to the FPGA, or alternatively, the netlists and HDL wrappers can be exported to an ISE project for place and route and bitstream generation.

4.4.3 Xilinx Processor Soft IP Cores

Soft Intellectual Property (IP) is a pre-designed netlist that can implement a variety of tasks. These connect to the microprocessor but are soft in the sense that they are instantiated in the FPGA fabric, i.e. look-up tables at synthesis time, and are not hard-wired.

A variety of soft IP cores are included for free with the Xilinx software, and other more complex or obscure functions can be bought from third parties or may be custom designed. Included IP are busses, memory interfaces, and peripherals, which together enable complete SoC designs. Example busses are the Processor Local Bus (PLB) and the On-chip Peripheral Bus (OPB). The IP cores attach to these busses to communicate with the PowerPC. Figure 4.4 shows an example PowerPC based SoC embedded design using these soft IP components.
4.4.3.1 User IP Cores

If a soft IP core doesn’t exist to meet the design specifications, then a custom user core may be created. This is necessary as it is very difficult to communicate with the PowerPC from external FPGA logic unless the function is extremely simple (such as a clock divider). Xilinx uses the IP Interface (IPIF) to connect a core to the bus. The IPIF presents an interface called the IP Interconnect (IPIC) to the user logic while taking care of the bus interface signals, bus protocol, and other interface issues. Templates exist for OPB and PLB bus attachments, but due to bugs in the immature software, accomplishing this is not so straightforward. A block of the Xilinx IP Interface is shown in Figure 4.5.
To add a user core to an EDK project, one must first be create it by editing the provided reference design. The procedure for a PLB core is as follows:

1. Copy the plb_coressp0_ref_v1_00_a folder from C:\EDK\hw\XilinxReferenceDesigns\pcore\ to the local \pcore directory. Alternatively you can use the opb_core reference design.
2. Rename folder to the name of new core leaving "v1_00_a" ie. user_core_v1_00_a
3. Rename pcore\user_core_v1_00_a\hd\vhdl\plb_coressp0_ref.vhd to user_core.vhd
   - change library statement in vhdl
   - change entity and architecture declarations
4. Rename mpd and pao file in \data directory
   - change library statements at end of pao file
   - change BEGIN statement in mpd file
5. Add in Project->Add/Edit Cores
   - assign address range
   - add bus connection
   - add clock
   - override c_mir parameters in 'Parameters' section
6. Read/Write data to core:
   - XIo_Out32($ADDR, data);  // write
   - Input = XIo_In32($ADDR );  // read
The core IPIF drops address bits 30 and 31 and this must be dealt with in the user core. Data is passed to and from the core as if it were a memory location that the processor can read from and write to.

### 4.4.4 Adaptive Filter IP Core

The technique outlined in the previous section was used to create an adaptive filter IP core for use in an embedded PowerPC system. In this hybrid design, the microprocessor is used to handle memory transfers and give inputs to the FIR filter. The filter core performs the convolution and returns the result. The microprocessor runs the training algorithm in software and updates the filter core when new coefficients are available. Figure 4.6 shows a block diagram of the hybrid adaptive filter system.

![Figure 4.6 Hybrid Adaptive Filter Design.](image)

In this arrangement, the filter acts similarly to a custom instruction for filtering data. The benefits of this design are that a complete system prototype can be built quickly by utilizing the high-level software for mundane tasks such as I/O, and also that the training algorithm used can be easily interchanged to evaluate their effectiveness. Of course, performance is slower but this can be overcome by training only at specific intervals (when signal statistics change), or by moving parallelizable sections of the training algorithm into the core as needed.
CHAPTER 5

Results

Several different implementations were tested, including hardware only designs as well as combined hardware/software embedded systems. This chapter gives an overview of the hardware verification method, presents the implementation results, and compares them to the results from Matlab trials.

5.1 Methods Used

Due to their inherent complexity, DSP algorithms are typically written in high-level languages and software packages such as Matlab. There is usually no emphasis on the hardware implementation until the algorithm is fully developed. This can lead to problems when coding the algorithm in a fixed-point format for hardware. The approach that has been taken is to verify the algorithm's output in the high level language with a fixed-point representation before hardware implementation. This was done according to the method outlined in Chapter 4, and ensures that the transition to a VHDL representation will be as easy as possible and that hardware results will be "bit-true" to the software simulation. This design practice requires more time in initial algorithm development but it is made up for in the implementation phase. Matlab Version 6.5 was used for the initial investigation, and also utilized in the final verification phase for its superb plotting capabilities.

Several different hardware configurations were designed all having in common a filter length of 16 and 16-bit precision. The length of 16 for the filter
was chosen, as it was able to support a direct-form FIR implementation at a frequency of over 100 MHz on the Virtex-II Pro, allowing the PowerPC to run at the maximum speed on the Avnet development board. The required 16-bit precision was determined through Matlab simulations.

A hybrid adaptive filter was designed with a direct-form FIR filter coded in VHDL and with the LMS algorithm written in C code executing on the PowerPC for training as well as the with the LMS algorithm designed in VHDL only. The transposed-form FIR structure was coded in VHDL, with the transposed-form LMS algorithm in C code and VHDL. Finally, an FPGA direct-form FIR was trained with the RLS algorithm coded for the PowerPC. A VHDL only RLS design was investigated, but some algorithm components were too demanding to meet timing requirements without significant reworking to include pipelining or more efficient structures. A summary of the filter designs implemented is given in table 5.1. The third column (PowerPC) indicates if the PowerPC was utilized for training algorithm. Even when the PowerPC is used for training and data passing, the filters were instantiated in the FPGA fabric. In this case, the PowerPC passes the data and coefficients to the VHDL core to do the filtering and return the results.

Table 5.1 Filter forms and training algorithms implemented.

<table>
<thead>
<tr>
<th>Filter Form</th>
<th>Training Algorithm</th>
<th>PowerPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIR-Direct</td>
<td>LMS</td>
<td>N</td>
</tr>
<tr>
<td>FIR-Direct</td>
<td>LMS</td>
<td>Y</td>
</tr>
<tr>
<td>FIR-Transposed</td>
<td>Transposed-LMS</td>
<td>N</td>
</tr>
<tr>
<td>FIR-Transposed</td>
<td>Transposed-LMS</td>
<td>Y</td>
</tr>
<tr>
<td>FIR-Direct</td>
<td>RLS</td>
<td>Y</td>
</tr>
</tbody>
</table>
5.2 Algorithm Analyses

The algorithms for adaptive filtering were coded in Matlab and experimented to determine optimal parameters such as the learning rate for the LMS algorithm and the regularization parameter of the RLS algorithm. Next, the algorithms were converted to a fixed-point representation, and finally, coded for the Virtex-II Pro.

5.2.1 Full Precision Analysis

The application tested was adaptive noise cancellation, for reasons discussed in a previous chapter. This corresponds to figure 3.3 (d) on page 16. In the example presented a sine wave is the desired signal, but is corrupted by a higher frequency sinusoid and random Gaussian noise with a signal to noise ratio of 5.865 dB. A direct form FIR filter of length 16 is used to filter the input signal. The adaptive filter is trained with the LMS algorithm with a learning rate $\mu = 0.05$. The filter is also trained with the RLS algorithm with the parameters $\delta = 1$ and $\lambda = 0.99$.

The floating-point precision results are presented in figure 5.2. It appears that the filter trained with the LMS algorithm has learned the signals statistics and is filtering acceptable within 200 – 250 iterations. When trained with the RLS algorithm, the filters weights are near optimal within 50 training iterations, almost an order of magnitude faster, as expected.
Figure 5.2 Input signal (top), and output of LMS (middle) and RLS (bottom).

Figure 5.3 displays the ensemble-averaged error of the LMS and RLS algorithm over 50 independent trials. Although the RLS algorithm converges to produce acceptable output rather quickly, a look at the error reveals that in this case, it converges to its minimum mean in approximately the same time as the LMS does, which is around 250 training iterations. After this point, both filters produce an output error of roughly 0.01. Consequently, if the convergence time is acceptable, then the LMS is preferred for its simplicity.
Figure 5.3 Plot of absolute error of the LMS (top) and RLS (bottom) algorithms.

5.2.2 Fixed-Point Analysis

The above algorithms were converted so that all internal calculations would be done with a fixed-point number representation. This is necessary, as the embedded PowerPC has no floating-point unit (FPU), and FPGA’s don’t natively support floating-point either. Although a FPU could be designed in an FPGA, they are resource intensive, and therefore can feasibly only support sequential operations. Doing so however would fail to take full advantage of the FPGA’s major strength, which is high parallelization.

The LMS and RLS algorithms were modified as detailed in Chapter 4, and a transposed representation of the LMS was also implemented. A scale of 256 with 16-bit precision was found to be suitable. The results of the fixed-point LMS algorithm were comparable to the full precision representation of the same
algorithm. The RLS though, was considerably worse. The 16-bit fixed-point results are presented in Figure 5.4.

![Figure 5.4 Fixed-Point Algorithm Results](image)

For a 16-bit fixed representation, the RLS algorithm displayed a significant degradation as compared to the algorithm represented with floating-point accuracy. It appears that the RLS algorithm is very sensitive to the internal precision used, and therefore its superiority over the LMS algorithm is diminished when a fixed representation is needed. In fact, considering the extra computation needed, the RLS algorithm is barely better, yet requires significantly more development time due to its complexity.
Because the error at the output of a transposed-form FIR filter is due to the accumulation of past inputs and weight, it converges much differently than the direct form FIR. The transposed LMS algorithm takes much longer to converge and never converges close enough. However, it may be suitable when absolute data throughput is necessary. Figure 5.5 shows the output of a fixed-point transposed form LMS algorithm after approximately 2500 iterations. The corrupting sinusoid is completely removed, yet there is still considerable noise.

![Transposed-LMS Output](image)

**Figure 5.5** Transposed-form LMS output.

### 5.3 Hardware Verification

All the designs were thoroughly tested on the FPGA. The VHDL design using the FPGA fabric only was tested as well as the hybrid designs using the FPGA fabric for filtering and utilizing the PowerPC for the training algorithm. To test the validity of the hardware results, an Avnet Virtex-II Pro Development kit with a Xilinx XC2VP20 FPGA was used. This board can plug directly into the PCI slot of a host computer for fast data transfer over the PCI bus. The included PCIUtility enabled this as well as quick FPGA reconfiguration over the PCI. The SRAM contents can be read back and stored in a .hex file, which could then be parsed to gather meaningful data. Although there are faster ways to do this, Matlab was again used, to maintain a continuous design flow, and take advantage of Matlab’s plotting capabilities. The steps were as follows:
1. Generate input signals in Matlab.
2. Use Matlab to convert signals to hexadecimal format and write to .hex file.
3. Download .hex file to Avnet Board SRAM with PCIUtility.
4. Start filtering with command issued through HyperTerminal.
5. Read back results from SRAM with PCIUtility.
6. Parse .hex file with Matlab and check results.

This process is also represented graphically in Figure 5.6.

![Data flow from Matlab to Avnet PCI board.](image)

**Figure 5.6** Data flow from Matlab to Avnet PCI board.

Since extensive effort was put forth ensuring the validity of the adaptive algorithms in a 16-bit fixed-point environment in advance, all hardware results were able to match precisely with software simulations.

### 5.4 Power Consumption

When choosing between different designs for embedded applications, the power consumed by the device is an important issue. The power consumed by the different architectures is displayed in Figure 5.7. Designs utilizing the PowerPC microprocessor averaged 920 mW of power use, while designs using
FPGA logic only averaged 757 mw. On average, the inclusion of the PowerPC uses 164 more mW than design without it.

![Power Consumption](image)

**Figure 5.7** Power Consumption (mW) of different architectures.

The Xilinx website reports that the PowerPC 405 microprocessor consumes 0.9 mW/MHz, but this appears to be a conservative estimate. The actual power consumed averaged 1.6 mW/MHz for a PowerPC system, but the discrepancy is most likely due to the power consumed by the PLB (Processor Local Bus), OCM (On Chip Memory) bus for both the data and instruction sides, and the DCR (Device Control Register) bus.

### 5.5. Bandwidth Considerations

An important consideration is the available throughput of the filter architecture. For training algorithms executed on the serial microprocessor, this is limited by the number of operations required between weight updates. For the LMS algorithm, the equation is one line:

\[
\mathbf{w}(n+1) = \mathbf{w}(n) + \frac{u(n)e^*(n)}{\hat{\mu}}.
\]
This requires $N$ additions, $N$ multiplications, and $N$ divisions. The PowerPC does not have a single cycle multiply-accumulate instruction, so this would take $3^*N$ cycles before the next input can be processed. For a 16-tap filter operating at 200 MHz, the effective throughput would be 4.16 MHz.

The RLS algorithm has many more calculations per weight update. The number of operations per function is given in Table 5.2. In the count, additions and subtractions are considered equivalent, as are multiplications and divisions. The number of operations required for an $N$-tap filter is $5 \times N^2$ mults and $2 \times N^2$ adds, $5 \times N$ mults and $4 \times N - 1$ adds. Since multiplications and additions each take one clock cycle to complete, this can be simplified to $7 \times N^2 + 9 \times N$ operations per coefficient update, with $N-1$ adds approximating $N$ operations for simplicity. For a 16-tap filter operating at 200 MHz, the effective throughput would be 101.6 kHz.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(n) = P(n-1)u(n)$</td>
<td>$N \times (N \text{ mults and } N - 1 \text{ adds})$</td>
</tr>
<tr>
<td>$k(n) = \frac{scale^2 \cdot \pi(n)}{\lambda + u^H(n)\pi(n)}$</td>
<td>$3 \times N \text{ mults and } 2 \times N - 1 \text{ adds}$</td>
</tr>
<tr>
<td>$\hat{w}(n) = \hat{w}(n-1) + \frac{k(n)\xi^*(n)}{\text{scale}}$</td>
<td>$N \text{ mults and } N \text{ adds}$</td>
</tr>
<tr>
<td>$P(n) = \frac{P(n-1) \cdot \text{scale}}{\lambda} - \frac{k(n)u^H(n)P(n-1)}{\lambda \cdot \text{scale}^2}$</td>
<td>$4 \times N^2 \text{ mults and } 2 \times N^2 \text{ adds } N$, $N \text{ mults } &amp; N - 1 \text{ adds}$.</td>
</tr>
</tbody>
</table>
CHAPTER 6

Conclusions

Many lessons were learned undertaking this research, and new ideas were found. This final chapter will discuss the conclusions and also the future work of this thesis.

6.1 Conclusions

A significant amount of design time was spent working out minor bugs and intricacies within the EDK software. In fact, the extra time spent debugging cancelled out the amount of time saved by coding in a high-level language. Hopefully, these bugs will be addressed in future software releases. In addition, reference designs provided by Avnet were used for the memory transfer to the SRAM through the PCI bus. Since the PCI bus and the PPC405 share the SRAM, a control bit and machine interrupt are used. This bit needed to be set manually during testing. It is unclear whether this is due to software or hardware errors.

Until an appropriate fixed-point structure is found for the Recursive Least-Squares algorithm, the Least Mean-Square algorithm was found to be the most efficient training algorithm for FPGA based adaptive filters. The issue of whether to train in hardware or software is based on bandwidth needed and power specifications, and is dependent on the complete system being designed.

While the extra power consumed would make the PowerPC seem unattractive, as part of a larger embedded system this could be practical. If
many processes can share the PowerPC then the extra power would be mitigated by the creation of extra hardware that it has avoided. Furthermore, an area greatly simplified by the inclusion of a microprocessor is memory transfers. These are sequential in nature and within the EDK there are many memory IP modules. With no microprocessor, a finite state machine for timing, as well as a memory interface is needed, and these will consume more power, although still less than the PowerPC. Lastly, the microprocessor can be used to easily swap out software training algorithms for application testing and evaluation.

Embedded microprocessors within FPGA’s are opening up many new possibilities for hardware engineers, although it requires a new design process. The future of embedded Systems-on-Chip design will involve more precisely determining the optimal hardware and software tradeoffs for the functionality needed.

6.2 Future Work

The fixed-point RLS algorithm implementations performed very poorly, and therefore a variant of the algorithm that converges acceptable with fixed-point precision is needed. Papaodysseus, et al, have proposed such an algorithm [19], which is said to be less sensitive to numerical precision. Furthermore, the authors claim it parallelizes well. It would be interesting to explore this further.

High-level design languages for programmable logic could help to ease the design flow of difficult algorithms. However, many are still in early stages and have trouble inferring device specific components, such as microprocessors. Evaluating these new languages, and their integration with embedded microprocessors, would be useful.
Many times the decision to use an embedded microprocessor focuses on the power consumed and logic cells saved. Therefore, a framework for determining the amount of equivalent logic cells recovered for a given function on the microprocessor is needed.
APPENDIX A

Matlab Code

LMS Adaptive Noise Cancellation

% Description:
%   Adaptive filter trained with the LMS algorithm. A sinusoidal
%   signal corrupted with an unwanted frequency and random noise
%   is filtered. The desired signal is used to adapt the weights.

%--- Filter Parameters ---
M = 20;       % number of taps
mu = 0.05;       % step-size parameter
e_max = 400;  % maximum # of epochs

%--- Constants ---
pi = 3.14;
Fs = 0.01;          % signal frequency
Fn = 0.05;          % noise frequency

%--- Initialize ---
w = (randn(1,M)-randn(1,M))/100;
d = zeros(1,M);
u = zeros(1,M);
u_out = zeros(1,e_max-M);
f_out = zeros(1,e_max-M);

% Generate desired signal and input(signal+noise)
for t = 1:M-1
    d(t) = sin(2*pi*Fs*t);
    u(t) = d(t)+0.5*sin(2*pi*Fn*t)+0.09*randn;
end

while epoch < e_max
    % Generate new input
    input = sin(2*pi*Fs*t);
% Shift new input into array
for i = 2:M
    d(M-i+2) = d(M-i+1);
    u(M-i+2) = u(M-i+1);
end
d(1) = input;
% Add undesired freq & random noise
u(1) = input+0.5*sin(2*pi*Fn*t)+0.09*randn;
u_out(t-M+1) = u(1);

% Compute filter output
output = dot(w,u);
f_out(t-M+1) = output;

%--------------------- LMS Algorithm ----------------------
% Compute error
e = d(1) - output;

% Update weights
for n = 1:M
    w(n) = w(n)+mu*u(n)*e;
end
%-----------------------------------------------------------
in(t-M+1) = u(1);
out(t-M+1) = output;
err(t-M+1) = e;
t = t+1;
epoch = epoch +1;

%--- Plot noise and filtered signal ---
subplot(211), plot(t,u(1)), axis([0 e_max -2.5 2.5]), title('Filter Input (Signal + Noise)'),
drawnow, hold on
subplot(212), plot(t,output), axis([0 e_max -2.5 2.5]), title('Filtered Signal'), drawnow,
hold on

end

RLS Adaptive Noise Cancellation

% Description:
% Adaptive filter trained with the RLS algorithm. A sinusoidal
% signal corrupted with an unwanted frequency and random noise
% is filtered. The desired signal is used to adapt the weights.
%--- Filter Parameters ---
M = 20; % number of taps
delta = 1;
lambda = 0.99;
e_max = 400; % maximum # of epochs

%--- Constants ---
pi = 3.14;
Fs = 0.01; % signal frequency
Fn = 0.05; % noise frequency

%--- Initialize ---
w = zeros(M,1);
d = zeros(M,1);
u = zeros(M,1);
P = eye(M)/delta;

% Generate desired signal and input(signal+noise)
for t = 1:M-1
d(t) = sin(2*pi*Fs*t);
u(t) = d(t)+0.5*sin(2*pi*Fn*t)+0.09*randn;
end
t = M;
epoch = 0;

while epoch < e_max
    % Generate new input
    input = sin(2*pi*Fs*t);
    
    % Shift new input into array
    for i = 2:M
        d(M-i+2) = d(M-i+1);
u(M-i+2) = u(M-i+1);
    end
    d(1) = input;
    % Add undesired freq & random noise
    u(1) = input+0.5*sin(2*pi*Fn*t)+0.09*randn;
    
    % Compute filter output
    output = w'*u;
    
    %----------------- RLS Algorithm --------------------
k = ( P*u )/(lambda+u'*P*u);
    E = d(1) - w'*u;

    epoch = epoch + 1;
end
\[ w = w + k \times E; \]

\[ P = \left( \frac{P}{\lambda} \right) - \left( k \times u' \times \frac{P}{\lambda} \right); \]

\%----------------------------------------------------

\[ \text{in}(t-M+1) = u(1); \]
\[ \text{out}(t-M+1) = \text{output}; \]
\[ \text{err}(t-M+1) = E; \]

\[ t = t+1; \]
\[ \text{epoch} = \text{epoch} + 1; \]

\%--- Plot noise and filtered signal ---
\% subplot(211), plot(t,u(1)), axis([0 e_max -2.5 2.5]), title('Filter Input (Signal + Noise)'),
drawnow, hold on
subplot(212), plot(t,output), axis([0 e_max -2.5 2.5]), title('Filtered Signal'),
drawnow, hold on
end
APPENDIX B

VHDL Code

Partial Products Multiplier Tap

library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_UNSIGNED.ALL;

entity tap is
  Port ( clk   : in std_logic;
          rst  : in std_logic;
          Write_Data  : in std_logic_vector(14 downto 0);
          Bank_SEL  : in std_logic;
          Tap_SEL  : in std_logic;
          Write_Addr  : in std_logic_vector(3 downto 0);
          Read_Data  : in std_logic_vector(3 downto 0);
          Data_Valid : out std_logic;
          Tap_out : out std_logic_vector(23 downto 0);
          NT_tsb : out std_logic_vector(3 downto 0)   );
end tap;

architecture Structural of tap is
  component tsb is
    Port ( clk   : in std_logic;
            data_in  : in std_logic_vector(3 downto 0);
            data_out  : out std_logic_vector(3 downto 0);
            first_oct  : out std_logic  );
  end component;

  component tap_lut is
    Port ( clk     : in std_logic;
           write_en : in std_logic;
           Write_Data  : in std_logic_vector(14 downto 0);
           lut_input : in std_logic_vector(3 downto 0);
           lut_output : out std_logic_vector(14 downto 0) );
  end component;

  component mux_reg15 is
Port ( clk : in std_logic;
    rst : in std_logic;
    sel : in std_logic;
    mux_in15a : in std_logic_vector(14 downto 0);
    mux_in15b : in std_logic_vector(14 downto 0);
    mux_out15 : out std_logic_vector(14 downto 0) );
end component;

component pp_adder is
    Port ( clk : in std_logic;
       rst : in std_logic;
       f_oct : in std_logic;
       valid : out std_logic;
       input : in std_logic_vector(14 downto 0);
       output : out std_logic_vector(23 downto 0) );
end component;

signal tsb_out : std_logic_vector(3 downto 0);
signal mux_1_out : std_logic_vector(3 downto 0);
signal mux_2_out : std_logic_vector(3 downto 0);
signal mux_3_out : std_logic_vector(14 downto 0);
signal First_oct : std_logic;
signal lut1_we : std_logic;
signal lut2_we : std_logic;
signal lut_1_out : std_logic_vector(14 downto 0);
signal lut_2_out : std_logic_vector(14 downto 0);

begin

TSB_1 : tsb port map(clk, Read_Data, tsb_out, First_oct);

--------------------- Partial Product Multiplier Section ----------------------
MUX_1 :
    with Bank_Sel select
        mux_1_out <= Write_Addr when '0',
                    tsb_out when others;

MUX_2 :
    with Bank_Sel select
        mux_2_out <= Write_Addr when '1',
                     tsb_out when others;

lut1_we <= not Bank_sel and Tap_sel;
lut2_we <= Bank_sel and Tap_sel;
LUT_1 : tap_lut port map(clk, lut1_we, Write_Data, mux_1_out, lut_1_out);
LUT_2 : tap_lut port map(clk, lut2_we, Write_Data, mux_2_out, lut_2_out);

------------------------- Scaling Accumulator Section --------------------------

MUX_3 : mux_reg15 port map(clk, rst, Bank_Sel, lut_1_out, lut_2_out, mux_3_out);
ADDER : pp_adder port map(clk,rst,First_oct,Data_Valid,mux_3_out,Tap_out);
NT_tsb  <= tsb_out;
end Structural;

-- tsb component
architecture Behavioral of tsb is
signal fo1, fo2  : std_logic;
signal data0   : std_logic_vector(3 downto 0);
signal data1   : std_logic_vector(3 downto 0);
signal data2   : std_logic_vector(3 downto 0);
signal data3   : std_logic_vector(3 downto 0);
beginn
process(clk)
begin
if clk'event and clk = '1' then
    data0    <= data_in;
    data1    <= data0;
    data2    <= data1;
    data3    <= data2;
    data_out  <= data3;
    -- Assert control bit for first octect
    -- delay for 2 clk's
    fo1   <= data3(3);
    fo2   <= fo1;
    first_oct  <= fo2;
end if;
end process;
end Behavioral;

-- tap_lut Component
architecture Behavioral of tap_lut is
type lut_array is array (0 to 15) of std_logic_vector(14 downto 0);
signal lut_contents : lut_array;
beginn
process(clk, write_en)
begin
variable addr : integer range 0 to 15;
begin
if clk'event and clk = '1' then
    addr := CONV_INTEGER(lut_input);
    if write_en = '1' then
        lut_contents(addr) <= Write_Data;
        lut_output <= (others => '0');
    else
        lut_output <= lut_contents(addr);
    end if;
end if;
end process;
end Behavioral;

-- mux_reg15 Component
architecture Behavioral of mux_reg15 is
signal mux_out15_sig : std_logic_vector(14 downto 0);
begin
with sel select
    mux_out15_sig <= mux_in15a when '1',
                    mux_in15b when others;
REG: process(clk,rst)
begin
    if rst = '1' then
        mux_out15 <= (others => '0');
    elsif clk'event and clk = '1' then
        mux_out15 <= mux_out15_sig;
    end if;
end process;
end Behavioral;

--pp_adder Component
architecture Behavioral of pp_adder is
signal f_o_delay : std_logic;
signal Adder_sig : std_logic_vector(17 downto 0);
signal LSB_0 : std_logic_vector(2 downto 0);
signal LSB_1 : std_logic_vector(2 downto 0);
signal LSB_2 : std_logic_vector(2 downto 0);
begin
process(clk, input, rst)
begin
    variable s_extend, a_extend : std_logic_vector(2 downto 0);
begin
    if rst = '1' then
        Adder_sig <= (others => '0');
        LSB_0 <= (others => '0');
        LSB_1 <= (others => '0');
        LSB_2 <= (others => '0');
    end if;
end process;
end Behavioral;
elsif clk'event and clk = '1' then
  -- Sign extend for input and Adder_sig
  for i in 2 downto 0 loop
    s_extend(i) := input(14);
    a_extend(i) := Adder_sig(17);
  end loop;
  f_o_delay <= f_oct;
  if f_o_delay = '1' then
    Adder_sig <= (s_extend & input);
    LSB_0 <= (others => '0');
    LSB_1 <= (others => '0');
    LSB_2 <= input(2 downto 0);
    valid <= '1';
  else
    Adder_sig <= (a_extend & Adder_sig(17 downto 3)) + (s_extend & input);
    LSB_0 <= LSB_1;
    LSB_1 <= LSB_2;
    LSB_2 <= Adder_sig(2 downto 0);
    valid <= '0';
  end if;
  output <= Adder_sig(14 downto 0) & LSB_2 & LSB_1 & LSB_0;
end if;
end process;
end Behavioral;

**LMS Adaptive Filter**

-- Adaptive Filter Package
library IEEE;
use IEEE.STD_LOGIC_1164.all;

package ad_filt is

-- Declare constants
constant NUM_TAPS : integer := 16;
count mu : integer := 16;
type sh_reg is array (0 to NUM_TAPS-1) of std_logic_vector(15 downto 0);
type tmp_reg is array (0 to NUM_TAPS-1) of std_logic_vector(31 downto 0);
end ad_filt;

-- LMS adaptive Filter
library IEEE;
use IEEE.STD_LOGIC_1164.ALL;
use IEEE.STD_LOGIC_ARITH.ALL;
use IEEE.STD_LOGIC_SIGNED.ALL;
library work;
use work.ad_filt.ALL;

entity lms_ad_filt is
  Port ( clk : in std_logic;
          rst : in std_logic;
          train : in std_logic; -- 1 for yes, 0 for no
          data_in : in std_logic_vector(15 downto 0);
          new_data : in std_logic_vector(15 downto 0);
          desired : in std_logic_vector(15 downto 0);
          data_out : out std_logic_vector(15 downto 0) );
end lms_ad_filt;

architecture Behavioral of lms_ad_filt is
  type states is (s0,s1,s2,s3,s4);
  signal state : states;

  signal coeffs : sh_reg;
  signal inputs : sh_reg;
  signal tmp : tmp_reg;
  signal tmp1 : tmp_reg;
  signal add_0 : std_logic_vector(31 downto 0);
  signal add_1 : std_logic_vector(31 downto 0);
  signal desired_0r : std_logic_vector(15 downto 0);
  signal desired_1r : std_logic_vector(15 downto 0);
  signal error : std_logic_vector(15 downto 0);
  signal nd_0, nd_1 : std_logic_vector(15 downto 0);

begin

  process(clk, rst, new_data)
    variable output : std_logic_vector(31 downto 0);
  begin
    if rst = '1' then
      state <= s0;
      for i in 0 to NUM_TAPS-1 loop
        inputs(i) <= (others=>'0');
        tmp(i)   <= (others=>'0');
        coeffs(i) <= x"0001";
      end loop;
      data_out <= (others=>'0');
      error <= (others=>'0');
      desired_0r <= (others=>'0');
      nd_0 <= new_data;
      nd_1 <= nd_0;
      case state is

    elsif rising_edge(clk) then
      nd_0 <= new_data;
      nd_1 <= nd_0;
      case state is

when s0 =>
  if (nd_0 /= nd_1) then -- new data available
    state <= s1;
    -- register desired output
    desired_0r <= desired;
    desired_1r <= desired_0r;
    -- shift down input array
    for i in NUM_TAPS-1 downto 1 loop
      inputs(i) <= inputs(i-1);
    end loop;
    -- put new value in array
    inputs(0) <= data_in;
    -- compute direct form FIR
    for i in 0 to NUM_TAPS-1 loop
      tmp(i) <= inputs(i) * coeffs(i);
    end loop;
  else
    -- wait for new data
    state <= s0;
  end if;
when s1 =>
  state <= s2;
  -- first adder stage
  add_0 <= tmp(0)+tmp(1)+tmp(2)+tmp(3);
  add_1 <= tmp(4)+tmp(5)+tmp(6)+tmp(7);
when s2 =>
  -- second adder stage
  output := add_0 + add_1;
  data_out <= output(22 downto 7);
  if train = '1' then
    -- compute error
    error <= desired_1r - output(22 downto 7); --divide by scale
    state <= s3;
  else
    state <= s0;
  end if;
when s3 =>
  state <= s4;
  -- update coefficients - first stage
  for i in 0 to NUM_TAPS-1 loop
    tmp1(i) <= inputs(i) * error;
  end loop;
when s4 =>
  state <= s0;
  -- update coefficients
for i in 0 to NUM_TAPS-1 loop
    coeffs(i) <= coeffs(i) + tmp1(i)(26 downto 11);--divide by scale & mu
end loop;
when others => state <= s0;
end case;
end if;
end process;
end Behavioral;

**Direct Form FIR Filter Core**

entity user_logic is
    port (
        Bus2IP_Addr : in std_logic_vector(0 to 31);
        Bus2IP_Clk : in std_logic;
        Bus2IP_CS : in std_logic;
        Bus2IP_Data : in std_logic_vector(0 to 31);
        Bus2IP_RdCE : in std_logic;
        Bus2IP_Reset : in std_logic;
        Bus2IP_WrCE : in std_logic;
        IP2Bus_Data : out std_logic_vector(0 to 31);
    );
end entity user_logic;

-- Architecture section

architecture IMP of user_logic is

-- Component Declaration

component filter is
    Port ( clk : in std_logic;
        rst : in std_logic;
        new_data : in std_logic_vector(15 downto 0);
        valid : in std_logic_vector(15 downto 0);
        coef_0 : in std_logic_vector(15 downto 0);
        coef_1 : in std_logic_vector(15 downto 0);
        coef_2 : in std_logic_vector(15 downto 0);
        coef_3 : in std_logic_vector(15 downto 0);
        coef_4 : in std_logic_vector(15 downto 0);
        coef_5 : in std_logic_vector(15 downto 0);
        coef_6 : in std_logic_vector(15 downto 0);
        coef_7 : in std_logic_vector(15 downto 0);
        coef_8 : in std_logic_vector(15 downto 0);
        coef_9 : in std_logic_vector(15 downto 0);
        coef_10 : in std_logic_vector(15 downto 0);
        coef_11 : in std_logic_vector(15 downto 0);
        coef_12 : in std_logic_vector(15 downto 0);
    );
end component filter;
coef_13 : in std_logic_vector(15 downto 0);
coef_14 : in std_logic_vector(15 downto 0);
coef_15 : in std_logic_vector(15 downto 0);
result : out std_logic_vector(31 downto 0) );
end component;

-- Signal declarations

signal addr     : std_logic_vector(0 to 4);
signal reg_0    : std_logic_vector(0 to 31);
signal reg_1    : std_logic_vector(0 to 31);
signal reg_2    : std_logic_vector(0 to 31);
signal reg_3    : std_logic_vector(0 to 31);
signal reg_4    : std_logic_vector(0 to 31);
signal reg_5    : std_logic_vector(0 to 31);
signal reg_6    : std_logic_vector(0 to 31);
signal reg_7    : std_logic_vector(0 to 31);
signal reg_8    : std_logic_vector(0 to 31);
signal reg_9    : std_logic_vector(0 to 31);
signal reg_10   : std_logic_vector(0 to 31);
signal reg_11   : std_logic_vector(0 to 31);
signal reg_12   : std_logic_vector(0 to 31);
signal reg_13   : std_logic_vector(0 to 31);
signal reg_14   : std_logic_vector(0 to 31);
signal reg_15   : std_logic_vector(0 to 31);
signal reg_16   : std_logic_vector(0 to 31);
signal reg_17   : std_logic_vector(0 to 31);
signal reg_18   : std_logic_vector(0 to 31);
signal reg_19   : std_logic_vector(0 to 31);
signal reg_20   : std_logic_vector(0 to 31);
signal reg_21   : std_logic_vector(0 to 31);
signal reg_22   : std_logic_vector(0 to 31);
signal reg_23   : std_logic_vector(0 to 31);
signal reg_24   : std_logic_vector(0 to 31);
signal reg_25   : std_logic_vector(0 to 31);
signal reg_26   : std_logic_vector(0 to 31);
signal reg_27   : std_logic_vector(0 to 31);
signal reg_28   : std_logic_vector(0 to 31);
signal reg_29   : std_logic_vector(0 to 31);
signal reg_30   : std_logic_vector(0 to 31);
signal reg_31   : std_logic_vector(0 to 31);

-- Begin architecture

begin -- architecture IMP
addr <= Bus2IP_Addr(25 to 29); -- bits 30 & 31 are dropped
REGS_PROC: process(Bus2IP_Clk) is
begin
if Bus2IP_Clk'event and Bus2IP_Clk='1' then
  if Bus2IP_Reset = '1' then
    reg_0 <= (others => '0');
    reg_1 <= (others => '0');
    reg_2 <= (others => '0');
    reg_3 <= (others => '0');
    reg_4 <= (others => '0');
    reg_5 <= (others => '0');
    reg_6 <= (others => '0');
    reg_7 <= (others => '0');
    reg_8 <= (others => '0');
    reg_9 <= (others => '0');
    reg_10 <= (others => '0');
    reg_11 <= (others => '0');
    reg_12 <= (others => '0');
    reg_13 <= (others => '0');
    reg_14 <= (others => '0');
    reg_15 <= (others => '0');
    reg_16 <= (others => '0');
    reg_17 <= (others => '0');
    --
    reg_18 <= (others => '0');  \*result*\* 
    reg_19 <= (others => '0');
    reg_20 <= (others => '0');
    reg_21 <= (others => '0');
    reg_22 <= (others => '0');
    reg_23 <= (others => '0');
    reg_24 <= (others => '0');
    reg_25 <= (others => '0');
    reg_26 <= (others => '0');
    reg_27 <= (others => '0');
    reg_28 <= (others => '0');
    reg_29 <= (others => '0');
    reg_30 <= (others => '0');
    reg_31 <= (others => '0');
  else
    if Bus2IP_CS = '1' and Bus2IP_WrCE = '1' then
      case addr is
      -- Address in EDK
      when "00000" => reg_0 <= Bus2IP_Data; \* 00*\* 
      when "00001" => reg_1 <= Bus2IP_Data; \* 04*\* 
      when "00010" => reg_2 <= Bus2IP_Data; \* 08*\* 
      when "00011" => reg_3 <= Bus2IP_Data; \* 0C*\* 
      when "00100" => reg_4 <= Bus2IP_Data; \* 10*\* 
    end case;
  end if;
end if;
end process;
when "00101" => reg_5 <= Bus2IP_Data; -- 14
when "00110" => reg_6 <= Bus2IP_Data; -- 18
when "00111" => reg_7 <= Bus2IP_Data; -- 1C
when "01000" => reg_8 <= Bus2IP_Data; -- 20
when "01001" => reg_9 <= Bus2IP_Data; -- 24
when "01010" => reg_10 <= Bus2IP_Data; -- 28
when "01011" => reg_11 <= Bus2IP_Data; -- 2C
when "01100" => reg_12 <= Bus2IP_Data; -- 30
when "01101" => reg_13 <= Bus2IP_Data; -- 34
when "01110" => reg_14 <= Bus2IP_Data; -- 38
when "01111" => reg_15 <= Bus2IP_Data; -- 3C
when "10000" => reg_16 <= Bus2IP_Data; -- 40
when "10001" => reg_17 <= Bus2IP_Data; -- 44
when "10010" => reg_18 <= Bus2IP_Data; -- 48
when "10011" => reg_19 <= Bus2IP_Data; -- 4C
when "10100" => reg_20 <= Bus2IP_Data; -- 50
when "10101" => reg_21 <= Bus2IP_Data; -- 54
when "10110" => reg_22 <= Bus2IP_Data; -- 58
when "10111" => reg_23 <= Bus2IP_Data; -- 5C
when "11000" => reg_24 <= Bus2IP_Data; -- 60
when "11001" => reg_25 <= Bus2IP_Data; -- 64
when "11010" => reg_26 <= Bus2IP_Data; -- 68
when "11011" => reg_27 <= Bus2IP_Data; -- 6C
when "11100" => reg_28 <= Bus2IP_Data; -- 70
when "11101" => reg_29 <= Bus2IP_Data; -- 74
when "11110" => reg_30 <= Bus2IP_Data; -- 78
when "11111" => reg_31 <= Bus2IP_Data; -- 7C
end if;
end if;
end if;
end process REGS_PROC;

OUT_MUX: process(addr) is
begin
  case addr is
    when "00000" => IP2Bus_Data <= reg_0;
    when "00001" => IP2Bus_Data <= reg_1;
    when "00010" => IP2Bus_Data <= reg_2;
    when "00011" => IP2Bus_Data <= reg_3;
    when "00100" => IP2Bus_Data <= reg_4;
    when "00101" => IP2Bus_Data <= reg_5;
    when "00110" => IP2Bus_Data <= reg_6;
    when "00111" => IP2Bus_Data <= reg_7;
    when "01000" => IP2Bus_Data <= reg_8;
    when others => null;
  end case;
end process OUT_MUX;
when "01001" => IP2Bus_Data <= reg_9;
when "01010" => IP2Bus_Data <= reg_10;
when "01011" => IP2Bus_Data <= reg_11;
when "01100" => IP2Bus_Data <= reg_12;
when "01101" => IP2Bus_Data <= reg_13;
when "01110" => IP2Bus_Data <= reg_14;
when "01111" => IP2Bus_Data <= reg_15;
when "10000" => IP2Bus_Data <= reg_16;
when "10001" => IP2Bus_Data <= reg_17;
when "10010" => IP2Bus_Data <= reg_18;
when "10011" => IP2Bus_Data <= reg_19;
when "10100" => IP2Bus_Data <= reg_20;
when "10101" => IP2Bus_Data <= reg_21;
when "10110" => IP2Bus_Data <= reg_22;
when "10111" => IP2Bus_Data <= reg_23;
when "11000" => IP2Bus_Data <= reg_24;
when "11001" => IP2Bus_Data <= reg_25;
when "11010" => IP2Bus_Data <= reg_26;
when "11011" => IP2Bus_Data <= reg_27;
when "11100" => IP2Bus_Data <= reg_28;
when "11101" => IP2Bus_Data <= reg_29;
when "11110" => IP2Bus_Data <= reg_30;
when "11111" => IP2Bus_Data <= reg_31;
when others => IP2Bus_Data <= (others => '0');
end case;
end process OUT_MUX;

-- Component Instantiation

FILTER_0 : filter
port map(
  clk        => Bus2IP_Clk,
  rst        => Bus2IP_Reset,
  new_data   => reg_16(16 to 31),
  valid      => reg_17(16 to 31),
  coef_0     => reg_0(16 to 31),
  coef_1     => reg_1(16 to 31),
  coef_2     => reg_2(16 to 31),
  coef_3     => reg_3(16 to 31),
  coef_4     => reg_4(16 to 31),
  coef_5     => reg_5(16 to 31),
  coef_6     => reg_6(16 to 31),
  coef_7     => reg_7(16 to 31),
  coef_8     => reg_8(16 to 31),
  coef_9     => reg_9(16 to 31),
  coef_10    => reg_10(16 to 31),
coef_11 => reg_11(16 to 31),
coef_12 => reg_12(16 to 31),
coef_13 => reg_13(16 to 31),
coef_14 => reg_14(16 to 31),
coef_15 => reg_15(16 to 31),
result => reg_18);
end architecture IMP;

entity filter is
  Port ( clk : in std_logic;
            rst : in std_logic;
            new_data : in std_logic_vector(15 downto 0);
            valid : in std_logic_vector(15 downto 0);
            coef_0 : in std_logic_vector(15 downto 0);
            coef_1 : in std_logic_vector(15 downto 0);
            coef_2 : in std_logic_vector(15 downto 0);
            coef_3 : in std_logic_vector(15 downto 0);
            coef_4 : in std_logic_vector(15 downto 0);
            coef_5 : in std_logic_vector(15 downto 0);
            coef_6 : in std_logic_vector(15 downto 0);
            coef_7 : in std_logic_vector(15 downto 0);
            coef_8 : in std_logic_vector(15 downto 0);
            coef_9 : in std_logic_vector(15 downto 0);
            coef_10 : in std_logic_vector(15 downto 0);
            coef_11 : in std_logic_vector(15 downto 0);
            coef_12 : in std_logic_vector(15 downto 0);
            coef_13 : in std_logic_vector(15 downto 0);
            coef_14 : in std_logic_vector(15 downto 0);
            coef_15 : in std_logic_vector(15 downto 0);
            result : out std_logic_vector(31 downto 0) );
end filter;

architecture Behavioral of filter is
  constant NUM_TAPS : integer := 15; -- one less
  constant scale  : integer := 256;
  type data_reg0 is array (0 to NUM_TAPS) of std_logic_vector(15 downto 0);
  type data_reg1 is array (0 to NUM_TAPS) of std_logic_vector(31 downto 0);
  signal coeffs : data_reg0; -- array for holding coefficients
  signal inputs : data_reg0; -- shift register for inputs
  signal tmp    : data_reg1;
  signal val_0 : std_logic_vector(15 downto 0);
  signal val_1 : std_logic_vector(15 downto 0);
  signal add_0, add_1 : std_logic_vector(31 downto 0);
begin
  process(clk, rst, new_data, valid) is
  variable tmp0 : std_logic_vector(31 downto 0);
begin
  if (rst = '1') then
    for i in 0 to NUM_TAPS loop
      tmp(i) <= (others => '0');
      inputs(i) <= (others => '0');
    end loop;
    add_0 <= (others => '0');
    add_1 <= (others => '0');
  elsif clk'event and clk = '1' then
    val_0 <= valid; -- shift down to
    val_1 <= val_0; -- catch event
    if (val_0 /= val_1) then -- new data
      -- shift in new input
      for i in NUM_TAPS downto 1 loop
        inputs(i) <= inputs(i-1);
      end loop;
      inputs(0) <= new_data;
      -- multiply inputs and coefficients
      for i in 0 to NUM_TAPS loop
        tmp0 := inputs(i) * coeffs(i);
        tmp(i) <= tmp0(31)&tmp0(31)&tmp0(31)&tmp0(31)&tmp0(31)
                  &tmp0(31)&tmp0(31)&tmp0(31) downto 8;
      end loop;
      -- pipeline 1 stage
      add_0  <= tmp(0)+tmp(1)+tmp(2)+tmp(3)+tmp(4)
               +tmp(5)+tmp(6)+tmp(7);
      add_1  <= tmp(8)+tmp(9)+tmp(10)+tmp(11)+tmp(12)
               +tmp(13)+tmp(14)+tmp(15);
      result <= add_0 + add_1;
    end if;
  end if;
end process;

-- put coefficients into array
coeffs(0) <= coef_0;
coeffs(1) <= coef_1;
coeffs(2) <= coef_2;
coeffs(3) <= coef_3;
coeffs(4) <= coef_4;
coeffs(5) <= coef_5;
coeffs(6) <= coef_6;
coeffs(7) <= coef_7;
coeffs(8) <= coef_8;
coeffs(9) <= coef_9;
coeffs(10) <= coef_10;
coeffs(11) <= coef_11;
coeffs(12) <= coef_12;
coeffs(13) <= coef_13;
coeffs(14) <= coef_14;
coeffs(15) <= coef_15;

end Behavioral;

Transposed Form FIR Filter Core

entity filter is
  Port ( clk : in std_logic;
         rst : in std_logic;
         new_data : in std_logic_vector(15 downto 0);
         valid : in std_logic_vector(15 downto 0);
         coef_0 : in std_logic_vector(15 downto 0);
         coef_1 : in std_logic_vector(15 downto 0);
         coef_2 : in std_logic_vector(15 downto 0);
         coef_3 : in std_logic_vector(15 downto 0);
         coef_4 : in std_logic_vector(15 downto 0);
         coef_5 : in std_logic_vector(15 downto 0);
         coef_6 : in std_logic_vector(15 downto 0);
         coef_7 : in std_logic_vector(15 downto 0);
         coef_8 : in std_logic_vector(15 downto 0);
         coef_9 : in std_logic_vector(15 downto 0);
         coef_10 : in std_logic_vector(15 downto 0);
         coef_11 : in std_logic_vector(15 downto 0);
         coef_12 : in std_logic_vector(15 downto 0);
         coef_13 : in std_logic_vector(15 downto 0);
         coef_14 : in std_logic_vector(15 downto 0);
         coef_15 : in std_logic_vector(15 downto 0);
         result : out std_logic_vector(31 downto 0)   );
end filter;

architecture Behavioral of filter is
constant NUM_TAPS : integer := 15;  -- one less
type data_reg0 is array (0 to NUM_TAPS) of std_logic_vector(15 downto 0);
type data_reg1 is array (0 to NUM_TAPS) of std_logic_vector(31 downto 0);
signal coeffs : data_reg0;  -- array for holding coefficients
signal tmp    : data_reg1;
signal atmp   : data_reg1;
signal val_0  : std_logic_vector(15 downto 0);
signal val_1  : std_logic_vector(15 downto 0);
begin
process(clk, rst, new_data, valid) is
begin
  if (rst = '1') then
for i in 0 to NUM_TAPS loop
    tmp(i) <= (others => '0');
    atmp(i) <= (others => '0');
end loop;
elif clk'event and clk = '1' then
    val_0 <= valid;  -- shift down to
    val_1 <= val_0;  -- catch event
    if (val_0 /= val_1) then -- new data
        -- compute transposed FIR
        --  * multiplication with coefficients
        for i in 0 to NUM_TAPS loop
            tmp(i) <= new_data * coeffs(i);
        end loop;
        --  * additions and shifts
        for i in NUM_TAPS downto 1 loop
            atmp(i) <= atmp(i-1) + tmp(i);
        end loop;
        atmp(0) <= tmp(0);
        --  * assign outputs
        result <= atmp(NUM_TAPS);
    end if;
end if;
end process;

-- put transposed coefficients into array
coeffs(0) <= coef_15;
coeffs(1) <= coef_14;
coeffs(2) <= coef_13;
coeffs(3) <= coef_12;
coeffs(4) <= coef_11;
coeffs(5) <= coef_10;
coeffs(6) <= coef_9;
coeffs(7) <= coef_8;
coeffs(8) <= coef_7;
coeffs(9) <= coef_6;
coeffs(10) <= coef_5;
coeffs(11) <= coef_4;
coeffs(12) <= coef_3;
coeffs(13) <= coef_2;
coeffs(14) <= coef_1;
coeffs(15) <= coef_0;
end Behavioral;
APPENDIX C

C Code

Software LMS Training Algorithm

// Adaptive filter core base address
#define FILT_ADDR XPAR_FIR_FILTER_PLB_CORE_0_BASEADDR

static void filter()     // filter data from mem
{
    int i, j, k, m;
    int32u wr_addr;
    unsigned start_addr = 0x80000000;
    Xint16 mu    = 0xC;
    Xint16 scale = 0x100;   // 256;
    Xuint16 offset[16] = {0x0,0x4,0x8,0xC,0x10,0x14,0x18,0x1C,
                          0x20,0x24,0x28,0x2C,0x30,0x34,0x38,0x3C};
    Xint16 weight[16] = {-3,-4,0,2,-3,6,1,-4,2,-1,-3,5,2,4,0,-1};
    Xint16 u[19]         = {0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0};
    Xint16 desired[3]   = {0,0,0};
    Xint16 input       = 0x0000;
    Xint16 desir       = 0x0000;
    Xint16 valid       = 0x0000;
    Xint32 data        = 0x00000000;
    Xint16 output      = 0x0000;
    Xint16 error       = 0x0000;

    // Assign random coefficients
    print("Assigning Coefficients...
    for (k=0; k<16; k++){
        XIo_Out32( FILT_ADDR + offset[k], weight[k]);
    }

    // filter data from memory
    for (i=0; i < 400; i++){
        // get data from memory
        MEM_ADDR = start_addr + 4*i;
        data = MEM_REG;
// split into input & desired
input = data & 0xFFFF;
desir = (data & 0xFFFF0000) >> 16;
// store inputs -- need to store 3 extra for pipeline delay
for (j=1; j<19; j++) {
    u[19-j] = u[19-j-1];
}
u[0] = input;

// send input to filter core
XIo_Out32( FILT_ADDR + 0x40, input);
// tell core data is valid
valid = valid + 1;
XIo_Out32( FILT_ADDR + 0x44, valid);

// check output
output = XIo_In32((FILT_ADDR + 0x48));
error  = desired[2] - output;

// store result in sdram
wr_addr = 0x81000000 + 4*i;
mem_write(wr_addr, output);

// store desired for 4 cycles
for (j=1; j<3; j++) {
    desired[3-j] = desired[3-j-1];
}
desired[0] = desir;

//-------------------------------
// LMS Algorithm
if( i % 3 == 0 ){
    for (m=0; m<16; m++){
        // update weight
        weight[m] = weight[m] + (u[m+3]*error)/(mu*scale);
        // send new weight to core
        XIo_Out32( FILT_ADDR + offset[m], weight[m]);
    }
}
//-------------------------------

} // end filter fcn
Software RLS Training Algorithm

// Adaptive filter core base address
int i,j,t, tmp0;
Xint16 tmp1[16][16],

//-- Filter Parameters --
int scale = 300;
Xint16 lamda = 297;
Xint16 delta = 300;

//intepoch = 0;
//int e_max = 600;   //% maximum # of epochs
Xint16 input;
Xint16 output;
Xint16 E;

//-- Initialize --
Xint16 w[16];
Xint16 d[16];
Xint16 u[16];
Xint16 y[16];

Xint16 P[16][16];
Xint16 PIV[16];
Xint16 k[16];

for (i=0; i<16; i++){
    w[i] = 0;
    d[i] = 0;
    u[i] = 0;
    y[i] = 0;
    PIV[i] = 0;
}

//-- initialize P
for( i=0; i<16; i++){
    for( j=0; j<16; j++){
        if (i == j)
            P[i][j] = scale*delta;
        else
            P[i][j] = 0;
    }
}


// filter data from memory
for (i=0; i < 400; i++){
    // get data from memory
    MEM_ADDR = start_addr + 4*i;
    data = MEM_REG;

    // split into input & desired
    input = data & 0xFFFF;
    desir = (data & 0xFFFF0000) >> 16;
    // store inputs -- need to store 3 extra for pipeline delay
    for (j=1; j<19; j++) {
        u[19-j] = u[19-j-1];
    }
    u[0] = input;

    // send input to filter core
    XIo_Out32( FILT_ADDR + 0x40, input);
    // tell core data is valid
    valid = valid + 1;
    XIo_Out32( FILT_ADDR + 0x44, valid);

    // check output
    output = XIo_In32((FILT_ADDR + 0x48));
    error  = desired[2] - output;

    // store result in sdram
    wr_addr = 0x81000000 + 4*i;
    mem_write(wr_addr, output);

    //-------------------------- RLS Algorithm --------------------------
    // Compute PIv
    for( i=0; i<16; i++){
        for( j=0; j<16; j++){
            PIv[i] = PIv[i] + (u[j]*P[i][j])*scale;
        }
    }
    // Compute k
    tmp0 = 0;
    for( i=0; i<16; i++){
        tmp0 = tmp0 + u[i]*PIv[i];
    }
    tmp0 = lamda + tmp0;
    for( i=0; i<16; i++){
        k[i] = scale*PIv[i]/tmp0;
    }
// Compute Error
E = d[0] - output;

// Update weights
for (m=0; m<16; m++) {
    // update weight
    w[m] = w[m] + (E*k[i])/scale;
    // send new weight to core
    XIo_Out32(FILT_ADDR + offset[m], w[m]);
}

// Update P
// compute k*u'*P
for (i=0; i<16; i++) {
    for (j=0; j<16; j++) {
        tmp1[i][j] = (k[i]*u[j]*P[i][j])/(scale*scale*lamda);
    }
}
for (i=0; i<16; i++) {
    for (j=0; j<16; j++) {
        P[i][j] = ((P[I][j]*scale)/lamda) - tmp1[i][j];
    }
}
APPENDIX D

Device Synthesis Results

Selected Device: 2vp20ff896-5

Filter Tap Synthesis Results

LUT-Based Multiplier

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices:</td>
<td>86 out of 9280</td>
</tr>
<tr>
<td>Number of Slice Flip Flops:</td>
<td>36 out of 18560</td>
</tr>
<tr>
<td>Number of 4 input LUTs:</td>
<td>147 out of 18560</td>
</tr>
</tbody>
</table>

Minimum period: 10.744ns (Maximum Frequency: 93.075MHz)

Serial-Parallel Multiplier

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices:</td>
<td>79 out of 9280</td>
</tr>
<tr>
<td>Number of Slice Flip Flops:</td>
<td>91 out of 18560</td>
</tr>
<tr>
<td>Number of 4 input LUTs:</td>
<td>146 out of 18560</td>
</tr>
</tbody>
</table>

Minimum period: 5.091ns (Maximum Frequency: 196.425MHz)
Pipeine depth = 15

Partial Product Multiplier with LUTs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slices:</td>
<td>461 out of 9280</td>
</tr>
<tr>
<td>Number of Slice Flip Flops:</td>
<td>587 out of 18560</td>
</tr>
<tr>
<td>Number of 4 input LUTs:</td>
<td>376 out of 18560</td>
</tr>
</tbody>
</table>

Minimum period: 5.053ns (Maximum Frequency: 197.902MHz)
Pipeine depth = 4
Partial Product Multiplier with BRAM

Number of Slices: 53 out of 9280 0%
Number of Slice Flip Flops: 77 out of 18560 0%
Number of 4 input LUTs: 76 out of 18560 0%
Number of BRAMs: 2 out of 88 2%

Minimum period: 4.588ns (Maximum Frequency: 217.960MHz)
Pipeline depth = 4

Virtex-II Embedded Multiplier

Number of Slices: 21 out of 9280 0%
Number of Slice Flip Flops: 36 out of 18560 0%
Number of MULT18X18s: 1 out of 88 1%

Minimum period: 5.556ns (Maximum Frequency: 179.986MHz)

Adaptive Filter Synthesis Results

Software Trained Filter

Number of External IOBs 85 out of 556 15%
   Number of LOCed External IOBs 85 out of 85 100%
Number of MULT18X18s 16 out of 88 18%
Number of PPC405s 2 out of 2 100%
Number of RAMB16s 24 out of 88 27%
Number of SLICEs 3531 out of 9280 38%
Number of BUFGMUXs 2 out of 16 12%
Number of DCMs 1 out of 8 12%
Number of JTAGPPCs 1 out of 1 100%
Number of TBUFs 128 out of 4640 2%

Hardware Only Filter

Number of Slices: 556 out of 9280 5%
Number of Slice Flip Flops: 843 out of 18560 4%
<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
<th>Total</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of 4 input LUTs</td>
<td>474</td>
<td>18560</td>
<td>2%</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>357</td>
<td>556</td>
<td>64%</td>
</tr>
<tr>
<td>Number of MULT18X18s</td>
<td>24</td>
<td>88</td>
<td>27%</td>
</tr>
</tbody>
</table>
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